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Series Editor's Preface

The purpose of the Social Research and Educational Studies series is to provide authoritative guides to key issues in educational research. The series includes overviews of fields, guidance on good practice and discussions of the practical implications of social and educational research. In particular, the series deals with a variety of approaches to conducting social and educational research. Contributors to this series review recent work, raise critical concerns that are particular to the field of education and reflect on the implications of research for educational policy and practice.

Each volume in the series draws on material that will be relevant for an international audience. The contributors to this series all have wide experience of teaching, conducting and using educational research. The volumes are written so that they will appeal to a wide audience of students, teachers and researchers. Altogether the volumes in the Social Research and Educational Studies series provide a comprehensive guide for anyone concerned with contemporary educational research.

The series will include individually authored books and edited volumes on a range of themes in education including qualitative research, survey research, the interpretation of data, self-evaluation, research and social policy, analyzing data, action research and the politics and ethics of research.

The last five years have witnessed considerable discussion and debate about the shape and scope of research training for postgraduate students in general, and social science postgraduates in particular. The contributors to this volume provide a wide ranging discussion of issues and themes that are of central concern for the education and training of those engaged in social and educational research. The papers offer a starting point for new researchers that will guide their work and promote discussion and debate in ‘graduate seminars’. It is to be hoped that all together these papers will stimulate a range of new thinking and new work among those engaged in social and educational research at graduate level and beyond.

Robert Burgess
University of Warwick
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Introduction

Robin Usher

This collection comprises the thoughts of individual social researchers who approach their work from a variety of perspectives. The diverse approaches represented here reflect the diversity of socio-economic problems which are likely to be found amongst any group of social scientists. If this collection has any one single theme that stands out above all others, it is that in the realm of social and economic research there is no single correct practice and no superordinate methodology. This theme is exemplified in the papers. Their diversity and variety both in terms of research methods and disciplinary focus, far from being a sign of weakness, is rather a sign of difference at work. Far from being a matter of regret, it is in our view a matter of celebration and a mark of the sophistication and complexity of the process of social research. Our hope is therefore, that these papers will stimulate processes of exploration and interrogation amongst social researchers.

In order to express this diversity, contributors were left free to develop their chosen topic in their own way, subject only to the condition first, that their contribution should be rooted in their own practice as researchers but that they should try to be as reflexive as possible about this, and second, that they endeavour to highlight the epistemological commitments embedded in their research practice and the methodological choices that follow from these commitments. The hope is, that as a consequence, readers will be better able to understand the connection between epistemology, methodology and research practice, and in doing so enrich their own research. However, it is important to emphasize that this is no DIY manual of research methods since the message that emerges very clearly, taking the contributions collectively, is that there can be no such manual. Methods are not part of some universal algorithm of ‘how to do research’ but are a function of concrete research practice, rooted in research traditions and paradigms.

What can be achieved, and this is clearly revealed in the contributions, is that research methods need to be, and indeed can be, subjected to critical scrutiny. This critical scrutiny is, however, somewhat different from what would be normally understood by this term, for what is most in need of scrutiny is not the outcomes of research (which is the way methods are usually assessed) but also the epistemological commitments of any research. Even if researchers feel confident methodologically and see no need to review their methods, it is increasingly the case that social research now demands not only an evaluation of outcomes, but a reflexive analysis of the research process and of the place of the researcher within that.
Epistemology, in a disciplinary sense, belongs to philosophical discourse where it is understood as the way in which claims to knowledge are justified—to ask epistemological questions is to ask questions about what is to count as knowledge. However, epistemology is not, as it is commonly understood, simply a set of rules about how to decide what is to count. Epistemology itself has a history and is itself socially located. Historically, it evolved as part of the struggle against the medieval Church with its monopoly over learning and its construction of truth in terms of the authority of divine texts. Epistemology constituted a different way of grounding knowledge through the emerging natural sciences and its ‘democratization’ of knowers. Experiment and observation replaced tradition and the divine text, validation became a function of measurement and intersubjective testability, and experience mediated by rationality, the source of knowledge.

Inasmuch as research involves finding out about the world, it is unavoidably about the making of knowledge claims. In making a claim there is an implied preparedness to justify the claim by pointing to the ways in which one knows—in other words, the putting forward of good reasons for knowing so that claims can be intersubjectively tested and thus publicly licensed. Traditionally, these ‘good reasons’ have been defined epistemologically as the ‘objective’ and ‘systematic’ differentiation of valid or legitimate knowledge from apparent knowledge or mere belief. The ‘best’ or strongest kind of knowledge has been taken as that which is the outcome of using scientific method and hence scientific method came to be seen as a set of universal rules for conducting research and the making of publicly licensable knowledge claims—claims guaranteeing that the world was known truly.

Any research, whether in the natural or social sciences, in making knowledge claims inevitably raises epistemological questions. Very often however these are not made explicit, in fact most of the time they are taken for granted. Most researchers in the social sciences (particularly those at the more quantitative end of the spectrum) tend to think only in terms of methods or particular techniques for gathering evidence and very rarely consider the epistemological assumptions of their research. Or if they do, they do so purely in terms of whether they are working ‘scientifically’ or being sufficiently ‘objective’. This is taken as the ‘natural’ thing to do in research, without any recognition that by so doing certain epistemological assumptions are being implicitly made. Thus for instance, being ‘objective’ is implicitly understood in terms of being unbiased, value-neutral and ensuring that personal considerations do not intrude into the research process. Yet to accept this definition of objectivity unproblematically is to implicitly accept a certain epistemology and all the commitments and assumptions that go with that.

There is a powerful tendency in social research either not to take account of epistemology at all or to think of it purely in its positivist/empiricist form—the descendant of philosophy’s struggle against the medieval Church and the authority of tradition. A positivist/empiricist epistemology contains the following assumptions:

1 The world exists independently of knowers, i.e. it is ‘objective’. It consists of events and phenomena which are lawful and orderly. Through systematic observation and
correct scientific methods, i.e. by being ‘objective’, it is possible to know this lawfulness—to explain, predict and control events and phenomena.

2 There is a clear distinction between the ‘subjective’ knower and the ‘objective’ world. There is also a clear distinction between facts and values, with the former belonging to the objective world, the latter to the subjective knower. Subjectivity (the concerns, values and particularity of the researcher) must not interfere with the discovery of truth.

3 There is order and reason in the social world, social life is patterned and this pattern has a cause-effect form. Things do not happen randomly and arbitrarily. The goal of research is therefore to develop general and universal laws that explain the social world.

4 Knowledge is arrived at through the use of the senses and the application of reason, through observation enhanced by experiment and measurement. Both experience and language are transparent, thus the senses provide unmediated access to the world and there is a clear correspondence between the world and the words we use to represent it. Sensory experience must, however, be filtered through rationality and since reason is a universal characteristic, different observers exposed to the same data should be able to come to the same conclusions—this is known as intersubjective verification.

5 All the sciences or disciplines are based on the same method of finding out about the world. Thus the natural and social sciences share a common logic and methodology of enquiry.

6 Enquiry and critique into epistemological-ontological commitments that underlie the use of methods is a pointless exercise.

A positivist/empiricist epistemology of research emphasizes determinacy (that there is a certain truth that can be known), rationality (no contradictory explanations, convergence on a single explanation), impersonality (the more ‘objective’ and the less ‘subjective’ the better), the ideal knower (that anyone whose senses are not impaired and whose faculty of reason is fully functioning can be a knower), and prediction (that research should aim for generalizations from which predictions can be made and events/phenomena controlled). In order to be seen as valid, knowledge has to be dehistoricized, detached from its source in experience (since experience could only become knowledge when acted upon by reason) and from the place where it was made. Furthermore, research need not be reflexive or self-critical since the focus is exclusively on methods and outcomes rather than the research process itself. This ignoring of reflexivity leads to seeing research as a ‘technology’ or technicized process.

As we have noted, traditionally epistemology has been concerned with answering questions about who can be a knower, what are the means by which beliefs can be tested in order to count as knowledge, and what kinds of things can be known. The answers that positivism gives to these questions is first, that the ‘ideal knower’ is the rational, value-neutral, transcendental person—for which read ‘man’, for as feminist writers have pointed out women did not count as knowers since their rationality was considered to be impaired (Harding, 1987); second, that the tests for what is to count as knowledge
involve the application of scientific method; third, that the kinds of things that can be known are those that are directly observable and quantifiable.

This seems to imply that scientific method is an abstract set of logical rules, independent of the world and its social practices (as it were, ‘made in heaven’), and universal in their applicability, i.e. all knowledge claims can be differentiated in the same way. Critics of positivism argue however, that not only is there no one single epistemology, no one single test or set of rules of what is to count as knowledge, but that epistemology should not be understood as defining a set of universal logical rules. Instead, whatever rules there are should be seen as a cultural artefact, historically-located and value-laden. Rationality is neither universal, culturally neutral nor invariant in its form. Scientific method, as we have seen for instance, has itself evolved historically with the growth of the natural sciences and of Western philosophy. Furthermore, there is no single scientific method, rather it is more aptly understood as ways of working specific to particular research paradigms and to particular disciplinary pursuits.

Different epistemologies provide different versions of how things can be known. Epistemologies in this sense are linked to disciplines with different disciplines having different ways of knowing the world. They are also linked to ontologies, different versions of what kinds of things exist in the world. Any research paradigm or tradition has its own epistemology, its own way of validating its knowledge claims (as the contribution by McKenzie on economic method and Hamlin on political economy show very clearly). Disciplines are located within a paradigm (or in the social sciences more than one paradigm as many of the contributions show). Paradigms delineate what questions can be asked, what can be researched, what is an appropriate methodology, what constitutes data, and what kind of tests enable beliefs to be counted as knowledge. Any research method or procedure is therefore inextricably embedded in commitments to particular versions of the world and to particular ways of knowing it, and the researcher, by using these methods and procedures rather than others, reproduces and strengthens these commitments. Epistemology is not just a technical philosophical procedure but a commitment to a particular way of understanding the world and acting within it through research. It follows from this that there is no means of carrying out research which is neutral and self-validating, any method in the final analysis being dependent on its location in disciplinary paradigms and research traditions and on an epistemological-ontological rationale and position.

Of course, this is not to say that the situation in the disciplines of the social sciences is one of easy-going plurality and the ready toleration of difference. On the contrary, epistemologies in the social sciences are sites of struggle and this is particularly the case in newly emerging disciplines. The contributions by Payne on Nursing and Avison on Information Systems, both newly emerging disciplines, make this very clear. By highlighting the question of where disciplines are to be located within the spectrum of the social sciences, issues to do with boundaries and exclusions are raised in an acute form, both within disciplines and between disciplines.

Some epistemologies have more credibility and dominance that others and this is not so much a matter of their natural goodness in describing the world but because they are powerful. The most powerful is still a positivist/empiricist epistemology that holds up the
methods and procedures of the natural sciences as the model for all research and which implicitly understands itself as a universal epistemology. The consequences of the dominance of positivist/empiricist epistemology are by now well-known but are still worth mentioning in this context. First, in the social sciences and in social research a pre-eminent place has been accorded to the production of generalizable knowledge and the discovery of law-like regularities. Second, there has been a privileging of the language, methods and quantification which supposedly characterize research in the natural sciences (Scott’s chapter on qualitative research in education clearly demonstrates the taken-for-grantedness and therefore power of quantitative approaches). Third, feminist research has shown that the influence of positivist/empiricist epistemology in the social sciences has been to focus mainly on ‘questions about social life that appear problematic from within the social experiences that are characteristic for men’ (Harding, 1987; p. 16). Hence the tests to which knowledge claims are subjected are always gendered, male definitions prevail of the things in the world that can be known and, as a consequence, the experience of women becomes invisible. In more general terms, Hand in his chapter shows clearly the significance for the research process of the initial question asked.

Of course, the dominance of positivist/empiricist epistemology has not gone unchallenged and the contributors show that there are now a number of counter-epistemologies in the disciplines of the social sciences. For example, hermeneutic/interpretive epistemology argues that the model to be followed is not an idealized and universal logic of scientific discovery and justification because this is an inappropriate model for the social sciences. In social research, it is argued, the test of knowledge should not be generalization and prediction but interpretive power, meaning and illumination. The focus should be on human action and interaction which by its nature is meaningful and hence has to be interpreted. An idealized logic drawn from the natural sciences and a limiting of what can be known to the empirically ‘given’ cannot hope to elucidate these meanings and thus cannot hope to portray the rich diversity of the social world.

Yet concluding from this that an unbridgeable chasm exists between the natural and social sciences may not be the only possibility. Kuhn’s view of natural science as it is actually practised, rather than how it understands itself and is itself understood, emphasizes the importance of normative consensus and commitment within research communities as the means by which a paradigm is maintained and realized in practice. In effect, this means that the natural and social sciences are actually not that different although in a reverse way to that which is normally assumed. The social sciences need not strive to be more like the natural sciences, since the latter might actually be more like the former than we might at first think. Kuhn (1970) helps us to see that the way research in the natural sciences is practised does not follow a positivist/empiricist epistemology—on the contrary, there is a significant hermeneutic/interpretive dimension. The difference, for example, between the natural sciences and the social sciences is not that the former are more ‘objective’ whilst the latter are ‘subjective’. Since any research practice has a hermeneutic dimension, the natural sciences are just as subjective in this sense as the social sciences. Here, it is important to note however that ‘subjective’ does not refer to individual subjectivity but to the subjective as socially defined.
Paradigms are frameworks that function as maps or guides for research communities, whether in the natural or the social sciences. They provide ways of looking at and ways of working in the world. As we have noted earlier, they define the objects, direction and methods of research. To this extent, they provide a ‘social subjective’. Knowledge is not the product of an individual consciousness nor is the latter the means by which knowledge is validated. Rather than research or finding out about the world being a matter of epistemological individualism, we should see it as the outcome of active and historically evolving communities. Furthermore, if research is a social practice carried out by research communities this means that what constitutes ‘objectivity’ and the ‘objective’ will be defined by the community and the paradigm which shapes its work—in other words, it is the community rather than the world or a set of universal rules which decides what is ‘objective’.

Research in the positivist/empiricist mode proceeds from hypothesis formation to data collection and to the verification or disconfirmation of hypotheses in the light of the data. More interpretive approaches such as grounded research and action research (discussed by Avison, Bartlett and Payne, Powell, Payne, Scott and Nandhakumar) start with data and generate hypotheses or theory from the data in a backwards and forwards, or dialectical movement, between theory and data. Here the emphasis is more on searching for order rather than assuming it is already there as a positivist approach does. The feminist approach (as discussed by Pat Usher, Orme and Payne) is concerned with critiquing all research traditions by exposing their roots in androcentrism and patriarchal control and exclusion. This however does not lead to a rejection of existing research methods but rather to a more openended and critical approach where a diversity of methods can be employed within an inter-disciplinary environment.

Postmodern research (as discussed by R.Usher) on the other hand, whilst recognizing that there is no postmodern method(s) as such, questions both the assumption of, and the search for, a pre-existing order by highlighting the privileging and exclusion characteristic of all research paradigms and traditions. This emphasizes the need for reflexivity, a recognition of the way in which research ‘constructs’ a world to be researched. Furthermore, in contrast to the positivist’s narrow empiricism, the postmodern ‘empirical’ is much wider, and one with greater potential for the social scientist. Here empirical testing can relate to practice in close and fruitful ways. When the test of a theory is not its correspondence with the empirical but its correspondence with the practical, the empirical includes, rather than excludes, the practical. The merit of a theory then is found in its practical implication and efficacy in solving problems of the discipline. By questioning the hierarchically structuring and rigid binary oppositions, for example between theory and practice, the universal and the local, the abstract and the specific, the rigorous and the relevant, postmodern researchers seek therefore to replace order, homogeneity and determinacy as the prime goal of research with diversity, difference and indeterminacy. By foregrounding the power inherent in all disciplinary-based research they draw our attention to the very ambivalence of ‘discipline’—that it is at one and the same time, both knowledge and social control.
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The Age of Reason or the Age of Innocence?

George McKenzie

Introduction

Research is a response to a challenge. It is undertaken in an attempt to solve a problem. We undertake research everyday whether in our personal lives, as students or as part of our professional career. We may need to find the best route to travel from Southampton to Birmingham or the cheapest food market. Natural scientists may undertake research with the view of developing more efficient means for generating electric power or methods for increasing farm productivity. As social scientists we are concerned with identifying the causes of unemployment, poverty and drug abuse and for designing policies which seek to alleviate these social problems and improve the quality of life. Whatever the nature of the problem, the challenge and response process is similar. There is a problem. We may have a vision as to how to deal with that problem and this might take the form of some conjectures or prior theories as to the best way to proceed. That is, we may have some idea as to the cheapest shop or about the chemical makeup of farm soil or the causes of unemployment. Information is gathered, prices are compared, experiments or interviews are undertaken. Conclusions are drawn and decisions taken.

But this sounds too easy. Wouldn’t it be nice if we really could follow the procedure of theorizing and data collection to solve the problems that we face. If this were the case then all that would be involved is time and effort which, of course, we are all prepared to expend. Unfortunately, the process of research is embedded with a terrible anxiety: how do we know that our conclusions are the correct ones? I may not have time to compare all prices in all shops. That would be a very expensive activity, so I may simply guess on the basis of limited information. A more efficient means of generating electricity may be designed but it may have unforeseen effects on the environment. Or a policy designed to alleviate unemployment may lead to higher taxes for those employed who in turn as the majority seek redress through the ballot box. How do I know when I am correct? What criteria can I use to decide?

The research process is further complicated by the fact that in the face of uncertainty others may have reached different conclusions. One member of the family may prefer one shop over another because their father always shopped there. They do not want to look elsewhere. One group of researchers may argue that coal-based electricity generation is to be preferred to nuclear-based because it preserves the traditions of the mining
communities. Some policy makers may argue that unemployment is not as important as inflation. Not only may we be unsure as to the results of our research activity, we have to justify it in the face of competing claims which not only arise from different interpretations of available information but different prejudices on the part of the researcher. What criteria can be used to choose between the competing claims?

The implication is that the process of research is embedded in a churning vortex of constructive and destructive tensions. In other words, the research process is itself problematic. Constructive energy is generated through the creation of new modes of doing things or new ideas which enable us to live and work in more satisfying ways. But in the wake is left destruction. Traditional modes of production which are part of a way of life for many are destroyed. Researchers who may have devoted a lifetime to developing and refining a particular idea now find that this idea is no longer valued. As we seek to improve our understanding of the world in which we live, we are inevitably drawn to conclusions that challenge or destroy the current orthodoxy. Thus research openly seeks to be destructive.

But what about the new propositions? If they are widely accepted and turn out to be reasonably correct then it is possible that many people, possibly everyone, can be made better off. But of course the propositions may not be correct. Disastrous errors could be made as a result. And even if the propositions were true, they could be misused by unscrupulous individuals. Nuclear power offers many a cheap source of electric power but it also has huge destructive potential that can be used to threaten national or ethnic control at the expense of others. New sources of cattle feed that were both cheaper and more nutritious are today found to be the cause of disease in both cattle and humans. While we may like to think that our research could lead to blissful order, it can and does cause chaos. Because this possibility is not fully appreciated, there exists a tension between those who seek to impose upon the process of research rules which seek to preserve order, and those who argue that research is itself inherently chaotic and can never be ordered.

This tension is not new. It is not a product of the Industrial Revolution of the eighteenth century or of the Electronic Revolution of the late twentieth century. It has been recognized and discussed since the times of the ancient Greeks at least. Despite the fact that the world of 2000 AD is remarkably different from the world of 400 BC, the debate about what we know and how we know it has continued unabated, basically focusing on the same questions: is it possible to establish rules which define objectively our knowledge and hence define the process whereby we search for that knowledge? Or is it impossible to separate the search for knowledge and, indeed, the very concept of knowledge from our sensory experience. What is the relationship between what we see and understand and that which is reality? In other words, how do we go about creating knowledge about the world in which we live?

Inevitably, those who sought to develop rules found themselves continually pressed to explain exceptions to the existing rules. The uncertain nature of the world and the uncertain nature of the research process itself were addressed through the use of closure statements which enabled gaps in reasoning and interpretation to be bridged. Conclusions could then be drawn by reference to metaphysical concepts such as the soul, as with the
ancient Greeks, with God, as in medieval times, or with the rational mind as during the Enlightenment of the seventeenth and eighteenth centuries and subsequently in modern times. By their nature, the closure rules involved leaps of faith and consequently disbelievers would be marginalized. Clubs in the form of the Academy, the Church and modern disciplines, such as economics and sociology, would seek to provide fora in which the believers could refine their ideas and methods. Perhaps not unsurprisingly they would also seek to monopolize the process of knowledge creation.

Throughout recorded history the sceptics have argued that recognition of the impossibility of creating universal truths is an important part of any research process designed to enhance understanding, whether by an individual or by society as a whole. Our world today is markedly different from that of the ancient Greeks, yet the same issues are being addressed today as they were 2300 years ago. Thus, although the development of this chapter will appear to be linear and historical, it really concerns the ebb and flow in the continuing debate as to what human understanding is about.

I begin with the attempts by ancient Greek thinkers to define the nature of existence (ontology). This is followed with a discussion of the approach taken by Descartes who shifted the emphasis away from studying the meaning of existence to the process of knowledge formation (epistemology). His work is credited with laying the foundations for the Age of Enlightenment during the eighteenth century when it came to be believed that rational human thought could provide the basis for all human endeavour. From this era, the modern natural and social sciences, as we know them, evolved. More recently, however, postmodern and feminist scholars have argued that there is an inconsistency between what we claim that we are doing in our research and what we actually do. These inconsistencies are discussed in the later sections of the chapter.

The Academy

At the heart of Greek thinking was the relationship between reality and perception. This can be illustrated by the following simple but classic textbook example. Consider a stick which is partly submerged in water. Viewed for the first time, we would be inclined to conclude that the stick was bent. In reality, of course, the stick is straight. The proposition that the stick is bent can be verified or falsified by removing it from the water. This is, of course, a very simple problem. Suppose instead that we are interested in the process whereby the water causes wood to rot. To understand that, we would not only need to see how all the atoms and molecules move and are linked to each other but to explain why they are linked and why they move. We would need to get inside the wood. Similarly, no such experiment is available to those researchers trying to identify the causes of war, poverty or financial collapse. To fully comprehend such problems would require investigators to put themselves in the shoes of all persons, politicians, the poor, the rich, investors, et al., in order to understand their circumstances and motivations in responding to those circumstances. But of course this is impossible. Others may give us answers to our questions, but these answers may not reflect what they are actually thinking. They may have reasons for trying to mislead us either by lying or selectively choosing the information provided. Or their subconscious mind may be influencing their answer in
some way unknown even to themselves. Whereas, we could remove the distorting effects
of the water in our experiment so as to verify that the stick is straight, it is impossible to
remove the gap between what we may say to others and what we actually think and do.
No matter how hard we try to understand and appreciate another person’s actions, it is
impossible to crawl into their mind. This impossibility defines in large measure the limits
of our research enterprise and creates a tension between any claims to objective research
and what is actually being achieved.

Such issues were addressed by Plato’s Academy, devoted to understanding the
reasoning mind. It was based on the ideas of Plato (circa 427–347 BC) and involved his
pupils, including Aristotle, and their successors until around 240 BC. The focus of the
Academy was the essence of existence. In *Theaetetus* and *The Republic*, Plato sought to
advance the view that knowledge must be unchanging. According to his thinking,
experience derived from the senses could not count as knowledge since objects viewed in
this way were subject to change. Knowledge could only be achieved through the use of
reason. This would enable generalizations based on mathematics and logic to be drawn
about the world around us. The method involves two steps. First, it is necessary to search
for unchanging objects and when they are identified to describe them. Second, it is
necessary to illustrate how they could be known through the use of reason. This would be
achieved by identifying necessary and sufficient conditions that would define or delimit an
object. This search for knowledge takes the form of trying to identify counter-examples to
a proposed definition. When a definition is immune to counter-examples, it becomes
knowledge for it must then satisfy the criteria of being unchanging. These steps provide
the basis of modern research methodologies that began to evolve rapidly in the
seventeenth century and in the eighteenth century during the Enlightenment. First, the
process involves the establishment of universal propositions or knowledge. Second, the
process involves the assumption that those searching for knowledge were rational,
although it was argued in ancient times that not everyone could achieve this lofty
endeavour. In other words, these intellectual activities could only be undertaken by the
Academy. Only certain kinds of men could achieve the status of a learner and the power
associated with it. Closure would be achieved by restricting discussion as to what is or is
not knowledge to an elite. The Academy was thus a forerunner to the modern disciplines
such as physics or sociology.

The objects that satisfied Plato’s criteria of knowledge are severely limited—they refer
to form: triangularity or whiteness are properties of objects that may change. The
definition of a triangle or of the colour white does not change and therefore they count as
knowledge. Plato’s search for definitions represents his search for knowledge, which itself
required definition. Although it may be possible to follow the method of providing
counter-examples to eliminate particular propositions for their failure to satisfy the
criterion of being unchanging, it is not the same as falsification, which Plato argued was
impossible. In *Theaetetus*, Plato defines knowledge as justified true belief. It is impossible
to falsify beliefs. You may think that you know something, but this is only thinking that
you know, without actually knowing. Justification for a belief must be provided.
Unfortunately, Plato was unable to provide us with an idea as to what the process of
justification involves.
Aristotle (384–322 BC) pushed the ideas of his teacher further and in so doing attempted to identify more clearly the limits of our ability to know and understand. Basically Aristotle argued that research was a circular process. Observations of phenomena would be made and from these explanatory principles would be derived through induction. Then on the basis of these principles further characteristics of the phenomena would be deduced. Aristotle stated four criteria that such premises or assumptions should satisfy. First, they should be true. Second, premises should be indemonstrable. Third, they should be better known than the conclusion. Fourth, they should be better known than the conclusion.

In explaining his approach, Aristotle emphasized that it was highly subjective and hence the search for knowledge was not straightforward. First, observations would be made on the basis of sensory experience, sight, sound, taste, smell, touch. As Plato had emphasized, sensory perception was not necessarily objective. Two individuals might perceive the same phenomena in different ways. Inductive reasoning could then take two forms. One could enumerate or catalogue observations and then seek to draw generalizations from the results, or one might seek to draw generalizations on the basis of insight. Some unexplained intuitive process enabled the investigator to identify generalizations. Aristotle was quick to point out the limitations of the inductive-deductive process. First, he recognized that a particular phenomena could be deduced from several sets of premises. Thus he excluded as valid arguments those statements which have true conclusions but false premises. Second, Aristotle recognized that scientific enquiry must accept that some premises are not capable of verification, otherwise there would be no end to any investigation. Thus uncertainty is a fundamental property of the research process. This recognition of uncertainty then leads Aristotle to conclude that knowledge resides in the mind and that the mind is part of the soul. The concept of the soul whose existence can neither be proved or disproved serves as a mythological construct to fill a gap in understanding what exists and what is knowable. This is analogous to Plato’s concept of true belief.

Warning flags have been hoisted deliberately. If knowledge claims are restricted to propositions based on immutable concepts such as ‘white’ or a ‘triangle’, then it would seem that there is little that we can do to enhance our knowledge about contemporary social and economic problems. For example, let us take a brief diversion and consider the problem of unemployment. One measure of unemployment is the difference between the amount of time that individuals desire to work and the amount of time that employers actually offer at current wages. However, this definition is based on human desire which is changeable and differs across individuals. Not everyone will desire to work the same amount of time. Another definition is based upon the difference between the amount of work that is socially just and that which is actually offered. But since everyone has different notions of justice this definition also fails Plato’s criterion. Yet another definition involves the difference between the amount of work which would be offered by a free competitive market where labour demand and supply were equal and that actually offered. However, since we can never observe such a free market equilibrium this definition fails as well. In other words, it is impossible for contemporary social scientists to agree on a definition of unemployment.
Over subsequent years, many sceptical voices emerged, perhaps inspired by the statement by Socrates (469–399 BC) that the only thing that he knew was that he knew nothing. A vacuum was being created because of the failure on the part of thinkers to develop concepts of knowledge creation which satisfied their criteria based upon a dichotomy between the object of investigation and the perceptions of the investigator. Theological precepts began to be used to fill the gap. St. Augustine (354–430 AD) claimed that human knowledge would be impossible if God did not enlighten the human mind and thereby allow it to comprehend ideas. In pursuing his vision he sought to demolish the ideas of the New Academy, intellectual descendants of The Academy. These ideas were characterized by propositions advanced by Cicero (106–43 BC), namely that since we can never know what is true, we must act according to what seems probable. Augustine thereby characterizes Cicero as someone for whom knowledge is uncertain. In attempting to deal with this position which was unacceptable to him, Augustine sought to revive Platonic criteria: knowledge must be timeless, immutable and accessible to the mind. However, the human mind was itself immaterial to the process except in the sense that it was enlightened by God. Indeed, Augustine proposed that the human mind was part of God. This doctrine was to apply to all knowledge creation. In a sense what Augustine sought to do was very much what both physical and social scientists do today when they reach an impasse. A conjectural story or myth is created to fill some gap. In this case, the impasse was the understanding of the process of knowledge creation and the role of the individual which through Augustine’s epistemology could be brought to the forefront as part of God. Although such stories could never be proved or disproved, provided that people believed them on faith and their structure was not completely inconsistent with the worldly environment, then such myths could provide a basis for stable societies. Inconsistencies were characterized as mysteries, themselves the product of God’s enlightening influence. The role of reconciling the inability to define knowledge in some universal had shifted from the Academy to God.

The Age of Enlightenment

Beginning in the twelfth century, Aristotle’s works on scientific enquiry began to be translated from Greek and Arabic into Latin thereby making them accessible to a wider European audience and for the following four centuries scholars interpreted and debated the meaning of Aristotle’s thoughts and those of the Academy. By the seventeenth and eighteenth centuries the fruits of scientific enquiry were being more widely enjoyed. The world was no longer conceived as being flat. Trade with the New World and Asia was leading to increased prosperity. Demand for new and better consumption goods increased and this led to pressures on productive processes and this challenge led to the Industrial Revolution. Many believed that the scientific principles which were transforming both industry and agriculture could be used to transform society and the way in which it was organized. The Enlightenment began.

Some historians have sought to date the Enlightenment as the period between the English Revolution of 1688 and the French Revolution of 1789, roughly the eighteenth century. However, two of the most prominent and enduring influences on the
Enlightenment were thinkers from the early seventeenth century, René Descartes (1596–1650) and Francis Bacon (1561–1626). Both were influenced by the writing of Aristotle. Both sought to overcome the limitations on the search for knowledge which Aristotle had identified. In their thinking we can identify the seeds of the positivist and interpretivist methodologies which dominate social and economic research today.

Descartes was a mathematician whom many credit with the invention of analytical geometry (e.g. the so-called Cartesian co-ordinates). Like Plato, he believed that the essence of science was the discovery of relationships that could be expressed in mathematical form. In his mind, mathematics provided the structure for the creation of certain knowledge. Descartes argued that deductive reasoning based upon mathematics should be the basis of all human enquiry. Such propositions are not produced by sense experience but independently by reason, he argued. Descartes expressed this approach in the form of rules which he believed would expand the realm of human understanding. Basically these rules stated that research should only be undertaken when it was known that a certain outcome was feasible. As with Plato, Aristotle and Augustine, the emphasis is on the search for truth and certainty. Any research that produces knowledge which is uncertain is to be avoided.

However, rather than elaborate extensively on Cartesian logic, I am going to turn to a much earlier debate between St. Anselm of Canturbury (circa 1033–1109) and the monk Gaunilo. Few contemporary philosophers, I suspect, will attach much importance to this. However, to my mind, it pre-emptively identifies the limitations of rational thought that underpinned the Age of Enlightenment and Modern Times. Descartes was a believer in the proof of the existence of God advanced by St. Anselm of Canterbury in his Proslogion. This is a masterpiece of deductive reasoning. Assumptions are made and a result is derived, entirely in the spirit of contemporary economic and sociological analysis. St. Anselm’s proof is about a page long and is well worth studying. Its argumentation is based on the axiom that God is the thing than which a greater cannot be conceived. If a thought exists in the mind, then it exists in reality. Since there is no greater thought than God, then God must exist. Anselm argued that his proof was so transparent that it had to be accepted by any fool who denied God’s existence. In retort the monk Gaunilo argued in his A Reply on Behalf of the Fool that Anselm’s reasoning could be used to prove anything. In essence, propositions based upon deductive reasoning are conditional upon assumptions. Although the logical process of reasoning involved may be invariate, as in mathematics, the assumptions may not. Of course if the underlying assumptions are shared by many people, then they may form the basis for a religion based upon those shared beliefs. However, such thoughts need not exist for everybody. Deduction could not enable a particular idea to be advanced as universal. This was Gaunilo’s conclusion.

If Descartes’ deductive approach can be characterized as bottom-up in the sense that one works from assumptions to conclusions, then Bacon’s inductive approach is very much top down. With Descartes and Bacon, we have the destruction of Aristotle’s inductive-deductive circle. Like Descartes, Bacon believed that the rational human mind was capable of knowledge creation. However, this would not take the form of rational, deductive thought, but of rationally conceived empirical investigations. Organized experiments would be undertaken with a systematic recording of results. Attempts at
replicating results would be undertaken continuously. When sufficient information was available, it would be used to establish laws. Induction would then be used to identify basic axioms supporting these laws where the axioms themselves would be subject to empirical investigation. In this sense, Bacon was very much influenced by Aristotle. However, he gave much greater emphasis to the role of observation than the latter and it is in this spirit that much statistical enquiry is carried out in the social sciences today. Bacon argued that scientific enquiry should seek to free itself of prejudices. However, his approach was widely criticized on the grounds that it could not be free of assumption. The choice of data to gather implicitly involved some hypothesis. It was argued that such hypotheses needed to be made explicit. Nevertheless, the empirical approach of Bacon brought about rapid advances in human understanding of physical phenomena and particularly, gravity, electromagnetism and the solar system. This then put pressure on investigators to understand the causes of such apparently systematic events.

In this environment, many began to believe that rational enquiry could lead to progress in all spheres of human life, including law, art and literature. Undoubtedly great advances were made in the way in which we organize and govern ourselves. However, there were also massive excesses. Attempts to create universal propositions led to great absurdities. Reason was defined as common sense. But what was common sense? The utilitarian proposition of the ‘greatest happiness of the greatest number’ could not stand up as a widely accepted proposition underpinning human action. Plato’s point about being unable to come up with a unique definition of justice is relevant here. In the opinion of the economist Joseph Schumpeter (1954, pp. 122–123), the Enlightenment was hokum. In his view, this epoch involved ‘…applying reason to a heap of nonsense inherited from the past’.

Sceptics such as John Locke (1632–1704) and David Hume (1711–1776) appeared early in the Enlightenment project. Locke, like the thinkers that we have discussed so far, was concerned with the necessary conditions for knowledge. However, he argued that there was an unbridgeable gap. Although we might develop scientific theories based on the existence of atoms it was not possible to discuss atomic structure since this was outside the realm of our experience. He claimed that only by divine revelation could we understand the causes and effects of atoms. Subsequently, Hume argued that even if we could visually see how atoms were connected and how they moved we would still not possess complete knowledge. The reason is that we could still not say anything about cause and effect. We might see the atoms move but we cannot explain why they move. We might see atoms connected but we cannot explain why they are connected. This problem is very real for the social scientist. He or she may see that there exists extensive poverty in Africa but be unable to come up with a universal explanation for that poverty or an effective way of alleviating it.

**Modern Times**

Despite the doubts and questions raised above, many thinkers have continued in their attempts to advance the use of rational/deductive and empirical/inductive methods to the study of society with a view to bettering the human condition. The search was on for a
world of certainty, optimism and a rationally constructed social order. The edifice of Descartes and Bacon was being extended. Adam Smith (1723–1790) and Karl Marx (1818–1883), as examples, both applied deductive argumentation in their attempts to understand the evolution of society. So powerful are some of their propositions that they continue to dominate economic and social policy formation implicitly if not explicitly some 200 years later. For example, Adam Smith utilized deductive argument to advance the case for the abolition of monopolistic organizations and for free international trade. His theorem concerning the benefits of free trade, though refined over the years by economists, forms the basis for the European Community, the North American Free Trade Area, US and European anti-monopoly legislation and many policies being implemented in the former Soviet Union. As a result many have argued that free competition should be the universal norm governing all societies. But wherever we see claims to universality, we know that there will exist some equally strong counter argument. In this case, free trade argument says nothing about how the gains from trade are distributed, a concern which continues to provide the basis for considerable political debate in most countries.

Auguste Comte (1798–1857) sought to lay the foundations for a new discipline which he called ‘social physics’ and ultimately labelled ‘sociology’. He advocated a ‘positive method’ involving the correlation of facts in an attempt to understand the nature of society. He viewed this positive science as the third and final stage of human development. The first stage involves the interaction between the theocracy and the secular state. In the second or metaphysical stage, there is rebellion against secular and religious authorities out of which change emerges. This is followed by a positive period during which the scientific method forms the basis for a durable and ordered society. However, in 1844 Comte began to reconsider his ideas when he became friends with the journalist Clotilde de Vaux and they both developed the thesis that rational thought needed to be subordinated to love of people, and that only motivated in this way could scientific enquiry promote progress.

Max Weber, however, argued that the subjective and objective aspects of research needed to be kept separate even though subjective concerns were driving the research endeavour, viz.

What is really at issue is the intrinsically simple demand that the investigator and teacher should keep unconditionally separate the establishment of empirical facts (including the ‘value-oriented’ conduct of the empirical individual whom he is investigating) and his own practical evaluations, i.e. his evaluation of these facts as satisfactory or unsatisfactory (including among these facts evaluations made by the empirical persons who are the objects of investigation.) These two things are logically different and to deal with them as though they were the same represents a confusion of entirely heterogeneous problems. (1949, p. 11)

Whereas Descartes and Bacon claimed that deductive or inductive methods could be used in all areas of human inquiry, Weber would argue that there is a difference between the natural and social sciences involving the nature of the object of research. While care would need to be taken in distinguishing between the subjective and objective, Weber
argues that once this is done, then the scientific method can be applied. For many researchers, however, the subjective and objective cannot be compartmentalized in this dichotomous fashion. Knowingly or unknowingly, we build our individual prejudices into our research.

Another attempt at trying to identify a universally applicable research methodology is associated with Karl Popper (1902–1994). He argued that the purpose of research is to falsify. Indeed he argued that rules should be established which only admit hypotheses which are falsifiable (1965, p. 49). In a sense he is applying the logic of Descartes. He seeks certainty and universality in falsification. For Popper, the only interesting propositions are those that are falsifiable. Consider his classic example based on the proposition that ‘all swans are white’. Either it is true or it is false. As soon as a black swan is observed, the proposition is falsified. There is complete certainty. Indeed we have a proposition that would satisfy Plato. Unfortunately, problems of interest in social and economic research are never posed in such clearcut terms. For example, many believe that government policies to curb inflation by strictly controlling the availability of money is the prime cause of unemployment. This proposition can never be falsified because it would involve a detailed modelling of all aspects of human life including the interrelationships between the financial sector, the industrial and service sectors and labour markets. This has proven to be impossible.

The existence of such tensions were noted by Baudelaire. In 1863 he sought to define modernity as ‘the transient, the fleeting, the contingent. It is the one half of art, the other being the eternal and the immutable’. Modern social research seeks to develop claims which are eternal and immutable. In contrast, we need to be aware of the transient and contingent nature of our understanding. It is the tension in this duality which in this writer’s opinion needs to be drawn out and made explicit as we pursue our research projects.

But where does this leave us in our search for a unified scientific approach to research? This is the theme which the physicist and philosopher of science, Thomas Kuhn (1922–), sought to develop in his History of Scientific Revolutions (1962, 1974). He argues that science itself is a social process in which scientists solve puzzles posed by the dominant methodology of the particular scientific community in which they participate. Each community has its paradigms or modes of thought which define a research tradition. Expressed in such terms, scientific enquiry is bound to appear to be very conservative. Thus Kuhn argues that progress in understanding can only be achieved if existing paradigms are destroyed. The challenge of an anomaly in accepted reasoning should lead to a response urging change,

Because it demands large-scale paradigm destruction and major shifts in the problems and techniques of normal science, the emergence of new theories is generally preceded by as period of pronounced professional insecurity. As one might expect, that insecurity is generated by the persistent failure of the puzzles of normal science to come out as they should. Failure of existing rules is the prelude to a search for new ones. (pp. 67–8)
Postmodern Perspectives

Postmodernism is a rejection of modernity and its emphasis on reason, science and rationality that was spawned after the Age of Enlightenment. It rejects modern attempts at identifying universal rules applicable to the organization of society and, in the context of this volume, to the undertaking of research designed to understand the problems of that society. It thus denies any possibility of constructing rules which define knowledge in a unique and enduring way. This does not mean that research should not be undertaken or that it should be unsystematic. In my view, postmodern perspectives assist us in focusing upon problems we had not thought existed. It is not a universal method because such a method does not exist. Rather, it is one of many ways of thinking. It suggests that greater account needs to be taken of behaviour that has not been defined as rational, that research is an uncertain process which is only capable of enhancing understanding and not developing universal laws, and that research necessarily requires the use of diverse methodologies. It suggests that whenever we appear to identify regularities in human behaviour, we should also devote effort to seeking to understand why some individuals or groups do not conform to the pattern. If we return to the duality used by Baudelaire to characterize modernity, we might conclude that modern social science has been obsessed with identifying propositions which are ‘eternal and immutable’ whereas postmodernism concentrates on the ‘the transient, the fleeting, the contingent’.

It is impossible to do justice to the diversity of postmodern perspectives. Some are discussed by Robin Usher in Chapter 3, hence I will focus on only a few ideas that are related to the themes that I have raised in previous sections. We have seen how thinkers from the times of the Greek Academy have queried our ability to establish universal propositions about the world about us. But then what is it that we are doing? We have moved very quickly over the past decades from the latter stages of the Industrial Revolution into the early stages of the Electronic Revolution. Productive processes now require fewer workers on the production line. However, they now require more people to process the information necessary to design this machinery and to monitor its output. Financial capital has become a major ingredient in the Electronic Revolution, with the result that even more information is being created about the complex properties of diverse financial instruments. If we cannot hope to develop universal propositions about this data, what then can we do with it? Derrida (1930–) has suggested that what we are really doing is creating texts based upon our own interpretation. These texts are read by others who in turn may give them another interpretation. These texts and their interpretations then form a complex and unexplainable, uncertain dynamic within and around which we make judgments and decisions. In the social sciences, the rapid growth in the number of data bases would seem to offer more opportunities for understanding our world, yet all this new information will tax our capability to tell stories about it. Hence the continuing search for some universal rule or filter (e.g. statistical analysis) which will tell a story for us. Literally, we are writing formula novels since the assumptions and style are unchanging.

Gadamer also seeks to understand the nature of what we write and how we interpret what we read. He proposes that there is an overarching discipline hermeneutics, the theory and
practice of interpretation. One of his major theses is that the dichotomy between subject and object which is the basis of the natural sciences has limited validity for the human sciences. Fundamental to an appreciation of his reasoning is the recognition of the role of prejudice and tradition. Gadamer argues that contemporary society has a prejudice against prejudice. He suggests that we should recognize the impossibility of eliminating prejudice from our work and instead should seek to make its basis explicit. To do this, he argues that every statement must be seen as an answer to a question and it is the question which first must be understood. In Gadamer’s hermeneutics the notion of an unbiased subject investigating an object is no longer a valid dichotomy. In the human as well as the natural sciences, our perspective is influenced by the thinking which has preceded it as well as by our individual perspective. In the human sciences the subject and object are intertwined through different or similar prejudices and traditions. Gadamer admits that this process of unwinding is problematical. First, it is in principle endless. Second, there is a limit to what we can understand about the role of the unconscious in influencing our research efforts.

A second theme, already alluded to, of postmodernism is the existence of binary oppositions. Derrida argues that the systems of thought upon which text construction and interpretation are based is trapped in a world of binary oppositions. He shows that one term in each pair is always given a privileged position over the other which is marginalized or excluded. He therefore proposes to examine the term which is marginalized and in so doing seeks to show that the position of the superior term over the marginalized term is untenable. The privileged term achieves its status by what it suppresses. In this way power is achieved. The process by which binary oppositions are unwound is called deconstruction. In the context of social and economic research, this critique suggests that instead of, or in addition to, seeking to identify generalizations about human behaviour, we should also study difference. Instead of focusing on the average or representative person, efforts should also be made to understand those who have been categorized as marginal. Where binary oppositions appear, we should seek to identify reasons why one of the terms is marginalized. But care needs to be taken. This is not a method but a way of thinking.

This dichotomy is particularly apparent in the binary pair involving the subject, or investigator, and the object, the investigated. Traditionally, it has been the investigator who has been privileged, developing theory, designing questionnaires and undertaking the empirical investigation of the objects who are treated as separate, independent entities in the manner suggested by Weber, as noted previously. The procedure of grounded theory and action research, in contrast, involve the object in the process of project design. For example, this might involve consulting with the objects as to their concerns and enabling them to formulate questions to be included in any survey. Critics suggest that the objects may be prejudiced and that this will render the results of the survey invalid. However, this implies that the investigator (subject) is objective.

Similar themes are also apparent in the work of Foucault. His systematic studies of the marginalized, those labelled as mad or deviant from what is considered to be the norm, illustrate how madness or deviancy are relative concepts used to control the contradictions in society in a manner so as to create a society which is governable. Disciplines create the concepts of madness and deviancy and thereby create subjects both
normal and by comparison abnormal. For Foucault, disciplines and methodologies, including those upon which social and economic research are based, are discourses of power which classify, process, label and position people.

Disciplines are a system of control or rules which fix the limits of enquiry. These rules are the myths that replace the concepts of the Aristotelian soul, the Augustinian God, Cartesian certainty and the rational mind as the unifying influence which empowers the individual, in this case as a researcher, and provides order to the research process. Those who do not adhere to the agenda and methods of the discipline are marginalized. The message which Foucault is delivering is that by working entirely within the walls of a discipline, valid problems and methodologies for dealing with them are bound to become excluded. The preservation of the rules of the discipline becomes a prime task absorbing the efforts of the researcher, rather than actual research. For Foucault, it is necessary to identify modes of living, including modes of research, which minimize the risk of domination by institutions such as the disciplines of scientific inquiry. Power and freedom are therefore not incompatible. In order to reduce the one-sided dominance of the institutions that we have inherited, modified or created and within which we work, Foucault would argue that we as individuals and as researchers must seek to exercise power. It is not the Academy or discipline which exercises power, but the individuals who belong to these institutions. They as individuals choose whether or not to submit themselves to the rules.

Feminist Perspectives on Research

All of the thinkers referred to so far are male. This is not an oversight but simply a statement of the fact that those recognized as major contributors to epistemology are male. This has led women, particularly over the past fifty years, to call attention to the patriarchal foundations of research programmes and methodologies. Basically, social and economic research has been undertaken by men about problems facing men. This protest has led to greater emphasis on the provision of equal opportunities for women in higher education and research and to the recognition that funding needs to be given to projects designed to improve understanding of problems facing women. The particular notion of equality underlying these developments can be traced back to Plato who sought to develop the dichotomy that one’s rational mind and body were independent; thus although women possessed different physiologies their mental capacities were identical to those of men. Consequently, there exists no basis for discrimination. In contemporary language research could be gender neutral and expressed in gender neutral language.

However, over the past fifteen years, many feminist researchers have questioned the validity of equal opportunities in general, and in particular, the context of research initiatives. They argue that this approach perpetuates the patriarchal nature of universities and their research activities. The problem is that to be equal, women must be like men. In other words, there is a privileging of the male perspective, thereby marginalizing women’s issues in the university research agenda. Indeed the subject/object dichotomy is often used to exemplify this point. In the past, it has been men who have set the research agenda for women’s studies without the participation of women in the identification of
their problems or in the design of research strategies. Sawicki (1991) illustrates this point in respect of health policy and research.

This has led to an alternative approach involving the recognition of difference as a basis for action. Women have different problems from men for a variety of historical, cultural, social and physiological reasons. It is not surprising, therefore, that many feminist researchers have sought to integrate postmodern perspectives into their research agenda. They seek greater awareness about the prejudices that influence education and research. This involves recognition that social structures (including those within educational and research institutions) whether based along gender, racial, religious or ethnic lines are designed to perpetuate the power of the relevant establishment, that there is no representative woman, let alone representative man, that the role of the unconscious (as opposed to the rational, conscious self), is important and that progress needs to be made in unwinding the subject/object dichotomy prevalent in university activities. As such, contemporary feminist research strategy is increasingly emphasizing the validity of diverse research methodologies, thereby enabling the use of whatever concepts are required to understand a particular problem. The question is posed ‘what are the best ways to understand a problem?’ rather than ‘I have a method—what problems can I apply it to?’ (The reader is referred to the chapters in this volume by Pat Usher and Joan Orme and to the thoughts of feminist scholars such as Hekman (1990), Flax (1990) and Lather (1991)).

There are no rules or strict agenda associated with the feminist project, hence it is not a discipline in the conventional sense. Like postmodernism, it is a perspective. Feminist research focuses upon the problems facing women and from a perspective that is impossible for a male. In so doing it challenges the patriarchal discourse of the traditional disciplines. Because feminist research strategy does not consist of rules that would enable it to be classified as a discipline, feminist scholars leave themselves open to criticisms from those to seek to defend and advance the patriarchal views that emanated from The Enlightenment. But, any such defence is bound to fail. In my opinion the open-endedness of feminist research practice offers a solid basis for all contemporary social and economic research. It explicitly recognizes the tensions that have been the subject of so much discussion over the centuries. Attempts to create rules delimiting the creation of knowledge have been shown to be incapable of providing solutions to the major contemporary socio-economic problems of unemployment and poverty. Feminist researchers thus recognize the futility of more than 2500 years of search for universal propositions governing the process of knowledge creation. By adopting such an open-ended approach to my own research, I am able to draw upon whatever methodologies and methods which seem appropriate to me when trying to understand a particular problem. The focus of my research is the problem rather than the methodology.
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Part 1

The Nature of Enquiry

This first group of chapters addresses many of the philosophical issues embedded in social and economic research. In Chapter 3, Robin Usher pursues the theme that research is really a form of story telling and that the search for ‘deep realities’ underlying the modernist perspective is misleading. He focuses upon the postmodern perspective which questions many aspects of research which many take for granted, for example that data is independent of its interpretations or that there exist universally accepted criteria for discriminating amongst theories. In the second part of his chapter, Usher develops the theme that research is a social practice which expresses itself in textual form, and that the autobiography of both the researcher and the reader are essential to the interpretation of the text.

In Chapter 4 Pat Usher also questions the modernist project with its emphasis on rationality, order and certainty. In so doing she argues that it is patriarchal in nature and suggests that various themes should form the basis of feminist research. These include, amongst others, recognition that: a) gender is a pervasive influence that guides the questions and criteria involved in research projects, b) that all theories are a product of historical and sociopolitical influences, and, c) that a multiplicity of research methods should be used within an interdisciplinary environment. Chapters 5 and 6 examine the application of the economic method to disciplines other than economics, namely politics and sociology. The economic method involves deductive theorizing which takes as given that economic agents, i.e. individuals and firms, act rationally so as maximize their individual objectives. As Alan Hamlin points out, such objectives need not be narrowly conceived and could include a wide range of altruistic aims. He seeks to develop this mode of thought as a basis for researching public policy. In Chapter 6, George McKenzie lays out some of the formal structure of the economic method against the background of Gary Becker’s analysis of family behaviour. His prime objective is encourage the reader to work through an important, modern mode of analysis as a basis for understanding it as a truth producing practice within the discourse of a particular discipline.
In his postmodern text ‘America’, Jean Baudrillard writes that ‘the point is not to write the sociology or psychology of the car, the point is to drive...that way you learn more about this society than all academia could tell you’ (Baudrillard, 1988; p. 54). For Baudrillard, participating in American driving behaviour is a better way to understand contemporary American society than through ‘research’ as conventionally understood.

Although we can understand what Baudrillard is getting at, it’s very likely that we find his remarks disturbing. We are so used to thinking of research as providing a special kind of methodologically validated knowledge about society which ‘merely’ driving could not possibly provide that we suspect Baudrillard of not being entirely serious in his remarks. For the same reason, it’s not easy to accept the notion of research as story-telling. We think of story-telling as ‘unserious’, as fictional, whereas our image of research is that it is about ‘truth’ and is therefore an altogether more serious business. Equally, it’s not easy to accept that an account of research is an example of telling a story. To attempt to explicate the ‘nature’ of research through a story does not somehow seem appropriate.

However, another and different reading of Baudrillard’s remarks, would be that the task of understanding or finding out about something is best approached indirectly and obliquely. It is this ‘message’ which informs my starting-point because I want to present postmodern approaches to research, initially at least, through a reading of Umberto Eco’s novels—*The Name of the Rose* (Eco, 1984) and *Foucault’s Pendulum* (Eco, 1990). This may seem a rather indirect and oblique way of proceeding but my argument is that a postmodern understanding of social research is best secured in this way. Thus I will try to exemplify through the approach itself something important about the postmodern. I will try to show the textuality, ‘fictionality’, and narrativity or story-telling dimensions of research. I shall present research as story-telling by first telling a story (Eco’s) which although not about research can nonetheless help us to understand research from a postmodern perspective.

The stories that unfold in Eco’s novels have often been seen as a metaphor for the epistemological quest of the modernist project, a quest for knowledge of the deep underlying causes of events, for unitary meaning and the total explanation of phenomena. In *Foucault’s Pendulum*, the three protagonists through their work as publishers of esoterica, become intrigued by conspiracy theory writings that purport to explain history in terms of a grand ‘plan’ cleverly hidden by its authors—the epistemological quest taken
to its ultimate (and irrational) end. On the assumption that the more unlikely the connections made the more convincing the plot which ensues, they set out to devise a plan of their own using random computer-generated associations. When a group committed to a conspiracy theory of history hears of the plan it proceeds to hunt them down for their hidden ‘knowledge’. The more they protest that there is no ‘plan’ in reality, the more the group believes that there is. They end up meeting bizarre deaths at the hands of this group for a knowledge which does not ‘exist’.

At one level, *Foucault’s Pendulum* is questioning the modernist separation of knowledge from power. For its authors, the plan is nonsense, the knowledge it purveys fictional and ‘harmless’. Yet in the event it is powerful in its effects and in ways not obvious to those concocting it. The message then is that knowledge which purports to ‘explain’ reality in terms of its deep underlying meanings is dangerous and must be treated with caution lest it overwhelm those who create it and those who become subject to it—in *Foucault’s Pendulum* these are one and the same.

More generally, *Foucault’s Pendulum* is also a cautionary tale to all those in the social sciences whose objective, in line with their commitment to the modernist project (the search for deep underlying ‘realities’), has been the development of explanatory ‘grand designs’. The story of the ‘plan’ can be read as an allegory of all the grand designs that have sought to erect structures and systems, overarching theories—designs which fabricate the world to the extent that this is what the world ends up becoming. The thinking that lies behind this is that if only the jigsaw can be constructed from the pieces of data randomly strewn around we can have the ‘big picture’ which will explain and give a meaning to the disorder and contingency of the world. Armed with this deep knowledge, the world can then be controlled and changed and we, through this, can become empowered. This is the totalizing dream of the modernist project, a dream which in the end has nothing to do with reason but everything to do with desire—the desire for mastery and ultimately control—and hence is itself totalitarian.

In *The Name of the Rose* a monk, William of Baskerville, is called in to solve a number of inexplicable murders at a monastery with a library which contains the most extensive collection of books and manuscripts in the Christian world. This quest then becomes entangled with a quest for the book whose identity is unknown yet whose possession is the motive for the murders.

The plot of the novel is centred on the library—a library which is itself a labyrinth with many hidden secrets, the foremost being the mysterious book around which the action revolves. The library is where all knowledge is to be found—if you know how to find it—and only someone like a detective, the epistemological searcher par excellence with deeply penetrating observation and highly developed powers of reasoning can unlock the secrets of the library-labyrinth and thereby know the ‘truth’ (the identity both of the murderer and the book).

As McHale (1992) points out the essence of the modernist project is encapsulated in the question ‘how can the world be truthfully known?’ The detective is therefore an apt metaphor for the modernist social researcher. He (and Eco deliberately makes him a ‘he’) seeks the truth usually in the form of a quest for a missing or hidden item of knowledge and does not rest until this item is found and the truth discovered. The problem, then, which
both the detective and the researcher grapple with is _epistemological_, a problem of the accessibility and circulation of knowledge where the individual mind, aided only by its power of reasoning, has to grapple with an elusive, hidden reality to find the deep hidden meaning that underlies chaotic and disordered events.

Yet, William of Baskerville, the epistemological hero, the prototype detective-scientist, ultimately fails in his quest. He discovers the ‘truth’ (or rather a truth because the library contains many truths) but only by stumbling upon it rather than by a successful chain of reasoning. As he himself finally admits, there was no mastermind, no plot, and no pattern underlying the murders.

Thus the champion of empiricism and reason only ‘solves’ the mystery through constant misinterpretation of the evidence and even then only through irrational associational leaps prompted by a dream and a grammatical error, both recounted by his adolescent sidekick. This element of the irrational (or the non-rational) in William’s detective work represents a challenge to the very adequacy of and faith in systematic reason and scientific method. In the novel, it subverts the detective story’s epistemological structure and in the parallel world of the modernist project it subverts the epistemological quest at the very heart of that project. What takes its place is another, alternative concern—a postmodern concern—displacing the modernist concern with how the world is to be truly known with the ontological question—what is this world and what is to be done in it?

It is this ontological notion of ‘constructed worlds’ which mark Eco’s novels as postmodern. In _Foucault’s Pendulum_, the three protagonists by putting together a story construct a world which becomes murderously real. In _The Name of the Rose_ there are a plurality of largely incommensurable worlds created at a variety of different levels which confront each other. Both texts embody the very post-modernist notion that different languages, different registers of the same language, different discourses each construct the world differently; in effect, different worlds are ‘knowledged’ or ‘languaged’ into being.

At the same time, however, just as these worlds are created they are destabilized—in other words, their status as constructed worlds is laid bare and the very process and strategy of ‘world-making’ is thus foregrounded. In _The Name of the Rose_ there is a doubling or mirroring of a world within a world. The structure of the library for example is a scale model of the known world, its floor plan reproducing the map of the world. It is a labyrinth that represents a labyrinthine world. This doubling of worlds opens up an abyss of a potentially infinite regress which destabilizes the world constructed by the text and by so doing foregrounds the concern with ‘world-making’ and the role of language in the construction of worlds. The text becomes self-referential or self-reflexive by drawing attention to its own world-making through the use of textual strategies such as doubling.

It is perhaps worth remembering at this point that stylistically postmodernism is often said to have its origins in architecture. Modernist structures are homogeneous, oriented within right-angled grids and sharply bounded, displaying the ‘tyranny of the straight line’ (Kvale, 1992; p. 37); they are meant to be triumphs of reason aptly reflecting the epistemological project of modernity. Postmodernist structures, on the other hand, are skewed and distorted, displaying shifts and transformations, ambiguous and unpredictable, with no fixed boundaries. They suspend the notion of a clear final ordering and instead emphasize ambiguity, the intermixing of orders and styles in a general irony,
pastiche and playfulness. Above all, they reflexively draw attention to themselves as built structures. In *The Name of the Rose* Eco projects, through the ‘space’ of the library, a reflection of this postmodern conception of the world. As readers, we experience it as both an interior and physical space of uncertainty, complexity and disorientation. In Eco’s texts there are spaces where worlds are both made and subverted. Like postmodern structures, we become aware of complexity, are plunged into uncertainty and disoriented. Yet this in itself is productive because it draws our attention to the process of world-making and directs us towards a reflexive stance.

Jameson (1991) suggests that postmodern spaces should be read as allegories of the contemporary ontological condition, the almost unthinkably complex, interrelated and interactive, global system of multinational capitalism, the information superhighway and the condition of ‘hyper-reality’ where the signs and symbols of reality have become more ‘real’ than reality itself. Postmodernist ‘space’ points to the ungraspable of this world and thus as it can be seen as standing for the futility of our attempts to master it through totalizing knowledge and the discovery of deep underlying meanings. This is the ‘lesson’ that both William of Baskerville and the protagonists of *Foucault’s Pendulum* learn.

### Some Features of a Postmodern Approach

As we have seen therefore postmodernism displaces epistemology. There is a general postmodern scepticism about epistemology’s traditional aim of distinguishing true, certain knowledge through a general account of the nature and limits of knowledge. Epistemology privileges scientific method as the methodological guarantee of a true and certain knowledge. It seeks to formulate universal rules as to what can be counted as scientific knowledge, a set of universal characteristics that qualifies a practice as scientific, a theory or explanation as adequate. Postmodernism therefore questions epistemology’s dominant positivist/empiricist conception of scientific knowledge which traditionally sets the standard and provides the model for all knowledge claiming to be scientific. In particular, it challenges the leading assumptions of the positivist/empiricist research tradition that:

- observation is value-neutral and atheoretical,
- experience is a ‘given’,
- a univocal and transparent language is possible,
- data is independent of its interpretations, and
- there are universal conditions of knowledge and criteria for deciding between theories.

In the postmodern, there is a questioning of whether knowledge is established through systematic empirical observation and experiment, or whether a necessary first step requires a shifting of the way the world is seen and the construction of a new world to investigate. In other words, ontology precedes epistemology.

On the other hand, a postmodern approach does not simply embrace the alternative hermeneutic/interpretive research tradition since it sees this as still implicitly operating
within the terms and discourse of the positivist/empiricist tradition—in other words, the emphasis on the ‘subjective’ instead of the ‘objective’ is merely a reversal which still works within a framework of ‘objective-subjective’ as polar opposites. Instead, a postmodern approach seeks to subvert this dichotomy and suggest alternatives which radically challenge and critique the dominant epistemological discourse in all its various forms.

One of these alternatives is to turn to the actual historically located practices of the various sciences, natural as well as social. This historical approach, that for example informs the work of Kuhn (1970), displaces the essentialist and transcendental view of science which is to be found in both the positivist/empiricist and hermeneutic/interpretive traditions and instead argues that all sciences are social practices. This emphasis on the actual practice of a science highlights its specificity and situatedness and the practice-constituted criteria for judging the validity of knowledge-claims and theory choice. I shall say more about this later.

Another postmodern alternative arises as a consequence of the displacement of epistemology and the foregrounding of ontology. This has two important aspects. The first, which we have touched on when discussing Eco’s texts, is to do with ‘world-making’ through language, discourses and texts. Postmodernism sees knowledge-generation as a practice of ‘languaging’, a practice of textual production. Here, language is not conceived as a mirror held up to the world, as simply a transparent vehicle for conveying the meaning of an independent external reality. Since there is always an already existing structure of significations which gives rather than reflects meaning, referents are an effect of language. No form of knowledge can be separated from language, discourses and texts at work within culture. The structures, conceptuality and conventions of language, embodied in discourses and texts—language as a meaning-constituting system—govern what can be known and what can be communicated.

One consequence of this is that knowledge, being relative to discourses, is always partial and perspectival. Thought and experience, the positivist/empiricist bedrock, are not independent of socio-cultural contexts and practices. As we have seen already when considering epistemological research traditions, they are coded by language and discourse in terms of binary oppositions, e.g. masculine-feminine, subject-object, rational-irrational that constitute identity through powerful and oppressive hierarchies.

The second aspect of the postmodern is a decentring of the knowing subject, the epistemological subject with a universal and essential human nature—unitary, rational, consciousness-centred and the originary point of thought and action. This essential nature is conceived as allowing subjects to be autonomous of the world and to occupy an Archimedean point that transcends their own subjectivity, history and socio-cultural location. This stance of ‘objectivity’, where the subject is a pure experiencer and reasoner transcending particularity, partiality and contingency, is the condition for the interchangeability of knowing subjects and hence the public verifiability of scientific knowledge (Code, 1993).

Postmodernism challenges and displaces this abstract, transcendental subject arguing instead that subjects cannot be separated from their subjectivity, history and socio-cultural location. In the postmodern, there are no Archimedean points, the subject is instead
decentred, enmeshed in the ‘text’ of the world, constituted in inter-subjectivity, discourse and language. Equally, the separation of subject and object, objectivity and subjectivity, is itself a position maintainable only so long as the knower is posited as abstract and decontextualized and the object known posited as the ‘other’ unable to reflect back on and affect the knower (Acker et al., 1991).

The need to take account of the status of knowers-researchers and their socio-cultural contexts, the intimate inseparability of knower and known, the known and the means of knowing, the impossibility of separating the subjects and objects of research challenges the epistemological assumption of an ‘objective’ world and the foundational systems of thought which secure, legitimate and privilege ‘objective’ ways of knowing that world. As I have noted earlier, knowledge is never absolute and universal. In the postmodern, there is a foregrounding of complexity, uncertainty, heterogeneity and difference. There is a questioning of the powerful notion that there is ‘one true reality’, stable and ordered, that exists independently of knowers, which can be experienced ‘as it really is’ and which is best represented in scientific models of research. Instead, postmodernists argue that the ‘real’ is unstable, in flux and contingent. Although we can sense the real, knowing it is only possible by representing it through a signifying system. But in representation, the real is not simply being reflected ‘as it really is’ but is being constructed or shaped in a way particular to the codings of the signifying system. As we have seen, these codings take the form of binary, hierarchical and oppressive oppositions.

What this implies is that social events, processes and phenomena are indeterminate. Knowledge in the form of predictive generalizations requires a closure which itself requires a determinate, orderly ‘real’. Hence the closure that is necessary can only be imposed—it is not something that exists naturally in the real and is simply reflected in the form of predictive generalizations. It is not that closure is impossible but since it can only be imposed then the very status of this knowledge becomes questionable. Closure since it involves violence raises questions of power which are not supposed to be relevant in ‘scientific’ research. Once questions of power do become relevant, however, then the ‘objectivity’ of the research process becomes highly problematic.

The need to take account of the dimension of power challenges the possibility of ‘disinterested’ research and value-free knowledge. Science is both constituted by a particular set of values and itself is value-constituting yet the scientific attitude is one that continually attempts to suppress the place of values and conceal the workings of power. Research can be seen as an enactment of power relations. By denying the place of values and power, science becomes a form of mystification and a source of oppression. As Foucault has argued, power is always present in any attempt to know, indeed power works its effects through its intimate interconnection with knowledge. It is for this reason that a postmodern approach to research highlights the need to consider not only outcomes and methods but also the implication of research with power and unspoken values.

The dependence of knowledge on socio-cultural practices and contexts, unacknowledged values, tacit discourses and interpretive traditions means that research is embedded in unconscious fore-structures of understanding, the ‘unsaid’ and ‘unsayable’ that is the condition of any methodical knowing. All knowledge of the real is textual, i.e. always already signified, interpreted or ‘written’ and therefore a ‘reading’ which can be
‘re-written’ and ‘re-read’. Hence there is neither an originary point of knowledge nor a final interpretation. However, as I have just noted, some readings are more powerful than others. The most powerful readings are those imposed by the violence of closure and the ‘metaphysics of presence’— the claim to a direct and unmediated knowledge of the real that can only be provided by scientific method. Yet given that all readings are subject to contingency and the historical moment in which they are read, and given that the object of scientific research is always open to contest, then all claims to presence, to unmediated knowability, are always problematic.

Postmodernism challenges foundationalism, the position that knowledge is founded in disciplines, and the consequent boundary-defining and maintenance that is characteristic of disciplinary knowledge. There are two aspects to this. The first is that social scientists located as they are in the modernist epistemological project, want to give ‘reasoned’, connected and totalizing accounts. But as we have seen, the world they investigate and seek to explain is not one that can readily be reflected in their theories and accounts. It is, in other words, not organized naturally into disciplinary compartments. They are therefore always as (Acker et al., 1991; p. 149) point out in the business of attempting to systematically ‘reconstruct social reality and to put these reconstructions into the form of a social theory’.

The social sciences conceive of themselves as representing the real whereas what they are actually doing is ‘writing’ it. Social reality does not exist as an extra-discursive context, rather the real and the discursive are intimately interwoven...‘the social is written...there is no extra-discursive real outside cultural [i.e. meaning] systems...the social world does not consist of ready-made objects that are put into representation’ (Game, 1991; p. 4). If disciplinary theorizing is itself a practice of writing, then theory cannot be tested against the real. The question then becomes by what discursive strategies does a discipline maintain its claims to the status of knowledge. In the case of the social sciences, this is done through a privileged representation of social reality based on the binary opposition ‘real-representation’ and the consequent repression of the fictionality or textuality of the social sciences.

Social Research in a Postmodern Mode

Text

Earlier on, I introduced the idea that all research is a social practice. I want to argue that all social research is located in knowledge-producing communities. Although these are not exactly communities in the Kuhnian sense with a single and settled research paradigm and a single disciplinary matrix (Kuhn, 1970), the production of any kind of systematic theoretical or ‘scientific’ knowledge (as against informal or craft knowledge) always takes place and indeed requires a knowledge or research community of some sort, no matter how flexible and loosely structured it may be.

This inseparability from a knowledge-producing community is what makes research a social practice. One consequence of this is that it is never a matter of researchers ‘doing
their own thing’, although this individualistic conception is a powerful one. Even though it is not always carried out collectively, research is always collective in two important senses. First, in the sense that it is intertextual (I shall discuss this further later). Second, that it is a delimited set of activities legitimated by a relevant community where certain activities are judged appropriate and function as criteria for validating knowledge outcomes, whilst others are ruled out of order and excluded. Communities define rules of exclusion, set boundaries and impose closures. This narrows what can be done and what will count as legitimate research, valid knowledge outcomes and ‘truth’.

The existence of a knowledge-producing community is a taken-for-granted ‘background’, implicit yet largely unacknowledged in specific research activity. As researchers, our awareness of the activity of research is normally in terms of a ‘process’ systems metaphor, e.g. that research is a process or system with the following stages—literature search, hypothesis generation, generation of field data, analysis of data (usually by quantitative means), validation of hypothesis, conclusions and recommendations. Of course, the notion that research is a ‘system’ does have a certain heuristic value but it is also very limiting because it makes research seem a mechanistic and algorithmic, a step-by-step linear, teleological and finite activity. Most significantly, it projects a model of research as both disembedded—an essentially ahistorical, apolitical and technical activity, a transcendental, contextless set of procedures and methods—and disembodied in the sense of being carried out by abstracted, asocial, genderless individuals without a history or culture.

If instead we see research as a social practice we are better able to recognize that it is not a universal process of applying a set of general methods or of following an algorithmic procedure. Rather methods and procedures are themselves a function of the knowledge-community’s practice, its ‘culture’, its networks of implicit beliefs and pre-suppositions, whose rules, boundaries and exclusions, no matter how flexible, legitimate and sanction certain kinds of activity and exclude others.

Consider for a moment one of the effects of a practice’s exclusions. Let’s take as an example the fact that social and educational research cannot be presented in the form of a literary text. This may seem a wild example but it demonstrates an important point through its very extremeness. If research is a social practice, a practice of producing knowledge that is socially validated, then it is the socially located activity of research that constructs a world to be researched. Research can be seen as ‘knowledgeing’, with the implication that what’s going on is not simply a matter of representing, reflecting or reporting a world that already exists. Research therefore does not passively reflect, it actively constructs—but it does so in a particular way.

Now, of course, literature (or ‘fictioning’) is also a social practice where worlds are created. We have seen examples of this earlier in considering Eco’s texts. In this sense, research is just as ‘fictional’ as literature even though both are equally ‘real’. Presenting research in the form of a literary text is just as much creating a world, albeit a very different one, as presenting research in terms of the linear process model. I’m not arguing that social research is the same as literature but I am saying that both are ‘world-making’ social practices. More specifically, both are textual practices, examples of world-making through particular ways of ‘reading’ and ‘writing’, interpreting and understanding, the
world. Social research is therefore a textual practice which, however, cannot be presented in the form of a literary text because that is outside the boundaries of what is constituted as acceptable by the knowledge communities of social science.

The ‘world-making’, constructive quality of research can either be denied—as it is, for example, in the positivist/empiricist tradition—or it can be acknowledged. To acknowledge it involves laying bare the activity of knowledging—‘in our action is our knowing’ (Lather, 1991; p. xv)—and foregrounding what is involved in ‘world-making’. It is in a sense to research the research, to bend the research back upon itself, to ask ‘by what practices, strategies and devices is world-making achieved?’. By asking this question, the research act is made self-referential or reflexive. This is an activity which is familiar enough in literary texts (as we have seen with Eco’s texts) but the positivist/empiricist tradition that is dominant in the knowledge-producing communities of social research denies it through its own textual practices. Yet since all research, including positivist/empiricist research, is a textual practice and since reflexivity is a function of textuality then any denial of reflexivity misses out an important dimension of the activity of research (Usher, 1993).

Traditionally, reflexivity has been seen as a ‘problem’ to be dealt with through ‘scientific method’. It is in this way that claims to ‘presence’, of direct and unmediated knowledge of the world, could supposedly be established. Yet since the activity of knowing is not simply a passive representation of the world and since how the world is known influences what is known, then presence is itself a function of those activities. In other words, presence can only be achieved by ‘presencing’ practices—hence a direct and unmediated knowledge of the world is impossible. The world always comes already interpreted—in other words, as a text. As such, it has an openness, an indeterminacy which as we have seen earlier can only be closed, made determinate, measurable, lawful, by violence.

To foreground the textuality of research and the ‘absence’ of presence leads immediately to the question ‘why do research if you cannot say anything about what is out there and all research is self-reflexive?’ (Steier, 1991; p. 10). But this is to assume that because the knower is constitutively inseparable from the activity of knowing then reflexivity must always be a problem. There is, however, an alternative which is to see reflexivity as a resource, to acknowledge and work with it, but doing so requires foregrounding research as a textual, presencing practice rather than a neutral, technicist process. Another way of putting this is that reflexivity can be a resource when the place of the active researcher is recognized—‘why do research for which you must deny responsibility for what you [i.e. the researcher] have found?’ (Steier, ibid). Yet we are hesitant to see reflexivity as a resource since it seems to make research ‘subjective’, a subtle form of writing the self; a different, non-literary way of writing one’s autobiography?

I want to argue that a postmodern approach to social research highlights the need for researchers to be reflexive and to subject themselves, as ‘knowledgers’, to critical self-scrutiny. Being reflexive is not a lapse into ‘subjectivity’, it involves more than laying bare one’s psychological self or revealing one’s biases. Hence research is more than just writing the self in an individualistic sense. Here I want to suggest that an autobiographical stance
which on the face of it appears to enshrine research as ‘writing the self’ actually helps us to see reflexivity differently (in a socio-cultural rather than an individualistic sense) and thus provides critical conceptual resources for interrogating the production (writing) and consumption (reading) of research texts.

Con-text

If research is a textual practice, a textualizing of the world through the production and consumption of authoritative knowledge-claims in the form of texts, then these always have a ‘con-text’, in the sense of that which is with the text. What is ‘with’ the text in this sense is the situated autobiography of the researcher/reader.

Here, what is being highlighted is the socio-cultural subjective, the contextual self or to put it another way, the embodied and embedded self. By asking reflexive questions about con-text we can scrutinize the ‘knowledging’ effects of the self that researches (writes) and the self that ‘reads’ research, a self with an autobiography marked by the significations of gender, sexuality, ethnicity, class, etc. These significations are socio-cultural products that effect, through writing, the very forms, outcomes and consequences of research and the way in which research is ‘read’. They are not simply biases which can be eliminated by first admitting them and then placing ourselves under methodological control. These are ‘biases’, ineliminably part of us, which can be recognized but not willed away. They are the marks of the trajectory of our desires and emotional investments in the research act.

Pre-text

If research is a textual practice, then language as a signifying system assumes a central place. Here language needs to be seen not simply as a neutral vehicle for conveying representations but as an activity of ‘languaging’, the means through which the representational work of research is carried out. Consequently, research texts have a ‘pre-text’ in the sense of that which is before the text; language as the repository of meaning, discourses as particular ways of organizing meanings, the textual strategies, literary conventions and rhetorical devices of writing. As Shotter points out:

It is by the use of such rhetorical devices—as reference to ‘special methods of investigation’, ‘objective evidence’, ‘special methods of proof’, ‘independent witnesses’, etc.—that those with competence in such procedures can construct their ‘factual statements’ and claim authority for them as revealing a special ‘true’ reality behind appearances… (Shotter, 1993; p. 25)

This is an aspect of research that we pay little attention to—we focus on methods and outcomes and don’t ask how meanings are created and received. As Game (1991; p. 28) points out ‘if research is understood as writing, critical attention is drawn to the process of textual production which is research, as opposed to a final writing-up of research results’. This is due to the academic form that most research reports take and which
actually functions to conceal their own textuality; the pre-text repressed by the form itself.

However, it is by asking reflexive questions about pre-text that we can better understand that the self as researcher writes within prescribed forms (and this is why, to answer an earlier question, research cannot be presented as a literary text) that create the meanings of the textualized world that is researched and of the texts that make knowledge claims about that world.

**Sub-text**

I referred earlier to research as a practice of ‘presencing’, of the making of authoritative claims to unmediated knowledgable in the form of truthful representations of the world. What this implies is that claims to presence are implicated with the operation of power, the ability to claim and establish presence. Thus research texts have a ‘sub-text’ in the sense of that which is beneath the text; the operation of research paradigms and traditions and the power/knowledge discourses through which they are expressed and have their effects (Foucault, 1980). The research act is constituted by power relations between researcher and researched whose outcome is the production and consumption of ‘powerful’ texts, texts which frequently become part of regulatory mechanisms in the domain of governmentality.

This is something we often find it difficult to accept since given the traditional separation of knowledge from power, we tend to think of research, particularly our personal research, as innocent, ‘power-less’, perhaps even useful and emancipatory. A reflexive questioning of the sub-text enables us to better interrogate the implication of our practice within discourses of power and how it becomes part of oppressive and dominant discourses through a ‘reflexive’, in the sense of a taken-for-granted, acceptance of the neutrality of research, its pragmatic usefulness or its emancipatory potential—and how as writers and readers of research we become part of such discourses despite our best intentions.

**Inter-text**

Research in the scientific mode generally takes the form of decontextualized knowledge claims which are made through and against other textually-embodied claims. To paraphrase Kuhn, researchers do not match up their claims against an independently existing objective reality but against other claims. Thus research texts have an ‘inter-text’ in the sense of that which is between texts. Intertextuality refers to the inhabiting of any particular text by ‘the structure of the trace…the interlacings and resonances with other texts’ (Wood, 1990; p. 47) and which works both at the conscious and unconscious levels. In effect, intertextuality points to the place of history in textual production—the way in which history is inserted into the text and particular texts into history.

At the conscious level, intertextuality works through citations that are actually ‘present’. Unconsciously, intertextual traces are always present both between the
researcher’s own ‘different’ texts and and between the researcher’s text and other texts. As Barthes puts it:

a text is not a line of words releasing a single theological meaning [the author’s meaning] but a multidimensional space in which a variety of writings, none of them original, blend and clash. The text is a tissue of quotations drawn from the innumerable centres of cultures. (Barthes, 1977; p. 146)

These traces, the ‘tissue of quotations’ are citations that although not physically present are present as ‘absences’. They speak through the text in an endless referability and are potent in their effects even though they are not spoken about in the text.

Intertextuality means first, that texts have a referability, they can be cited authoritatively without the ‘presence’ of their author. Secondly, it means that texts are productive in the sense that they both transform prior texts (texts can be ‘re-read’ through new texts) and make possible new texts (a text can only be written if there is a culture of writing and discourses which ‘reveal’ a world to be researched). However, this productivity is bounded, socially and culturally constrained and subject to relations of power (Fairclough, 1992). Researchers are never fully the ‘authors’ of their texts.

**A Postmodern Approach to Research: an Example**

I shall now try to show what it means to do research in the postmodern mode by presenting an example drawn from Patti Lather’s account of her research ‘Staying dumb?: Student resistance to liberatory curriculum’ (Lather, 1991). Here she explores what it means to do research differently although on the face of it the research is conventionally empiricist. She collects data from interviews, research reports and entries from her own reflective diary. The research was a three-year enquiry into student resistance to a liberatory curriculum in an introductory women’s study course.

Her aims were to:

1. Create a space from which the voices of those not normally heard could be heard,
2. Move outside conventional research texts, and the unacknowledged textual devices found in ‘scientific’ research,
3. Ask questions about the way she as researcher constructed her research text and organized meaning,
4. Challenge the myth of a found world in research and its effective communication outside the intrusion of language and an embodied researcher,
5. Explore a complex and heterogeneous reality which does not fit neatly into pre-established categories,
6. Be concerned with the politics of research by recognizing that categorizing is an act of power which always marginalizes and,
7. Put the researcher back into the picture. The researcher is a social subject in relation with others. The specificity of the researcher, for example Patti Lather’s interest in emancipatory pedagogy, shapes the process and product of her enquiry.
What is particularly interesting for me about this research is that Patti Lather analyzed and presented her data not simply in a conventional form but in the form of four tales:

1 A **realist** tale—a tale based on the assumption of a found world knowable through adequate method and theory. In other words, a conventional account.
2 A **critical** tale—a tale based on the assumption that there are powerful determining structures underlying the world which are invisible to everyday understandings. The researcher’s job is to bring these out into the open and by so doing challenge their dominance.
3 A **deconstructive** tale—a tale that attempts to undermine powerful tales, such as the two above, that appear to, as it were, tell themselves. This tale discloses the constructed nature of other tales (that the story they tell is not simply a reflection of the world ‘as it really is’) and in this way foregrounds its own constructed nature.
4 A **reflexive** tale—a tale which brings the teller of the tale (the researcher) back into the narrative. Here the idea is to show that the author/researcher does not exist in a transcendental realm but is embodied, desiring, and herself invested in contradictory privileges and struggles.

**A Postmodern Approach to Research: Some Questions**

To conclude, I want to set out some of the implications of a postmodern approach to social research. I present this in the form of a number of questions rather than a list of certainties:

Is it more useful to see research as a practice rather than a process? What follows from seeing research this way?
If we do see research as a practice, then what it would mean to see it specifically as a **textual** practice, a practice of **writing**?
As a practice of this kind, is it not then akin to a ‘fictional’ text in the sense that it too, like the latter, is in the business of constructing a world or worlds?
If this is the case, then doesn’t research always raise questions of **reflexivity**?
Does the existence of reflexivity suggest that all research, whatever else it may be, is autobiographical? But what is ‘autobiography’ and what is its relation to the self who researches?
Does being reflexive also mean taking account of the effects of the ‘situatedness’ of research—in other words, asking where is it ‘coming from’?
What about the part played by language, textual strategies and conventions in achieving ‘objectivity’ and ‘truth’?
Do we need to be careful about what is ‘underneath’, the operation of power and its effects through particular discourses?
If research is textual, then are research texts arguing against other texts rather than reflecting the world?
If our concern is that research contributes to domination and oppression should research be aimed explicitly at emancipation? But do we then need to be careful
that our desire for this might merely lead to another form of oppression, of ‘speaking for others’?

Post-text

In the text that has unfolded I have tried to tell a story about social research and one of my ways of doing this has been to recount Eco’s story—a story which on the face of it is not about research. Yet as we have seen, by reading Eco in a particular way we can gain an understanding (a ‘different’ understanding?) of research which might otherwise not have been possible. This is one way of following a deconstructive strategy—a strategy with which postmodernism is commonly associated.

The lesson here (and Patti Lather’s research shows this very clearly) is that such a strategy is not an alternative paradigm for research, let alone a new method for doing research. What it is, if it is anything at all, is an injunction to be constantly vigilant, to take nothing for granted in doing research. By being vigilant we are reminded to always ask not only—what is my research finding out?—but also—where is it coming from?; what is it doing?; and with what is it implicated? In this way, we become aware that research is not a transcendental activity or merely the application of an invariant technical process. Most of all, we become aware that research is both a ‘constructed’ and a ‘constructing’ activity.

Furthermore, in telling this, a postmodern story, about research we can better understand research as story-telling—as ‘constructed’ and ‘constructing’. An advantage of this approach is the emphasis on research as illuminative, insightful and emancipatory. But what is also revealed, as Eco shows only too clearly, is that story-telling can also be powerful, oppressive and dangerous. There are always two sides to the text of social research.
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Each chapter in this reader is attempting to provide insights on the relationship between producing knowledge or meanings about the world, theoretical foundations in which disciplines are embedded and the actual practice of doing research. Regardless of which discipline each of us is working within, all of us are socialized into a methodology—by which I mean a theoretical framework that derives from a research tradition. In order to justify our choice of methodology, I would argue that we need to be able to articulate its characteristics, analyze the categories of analysis that it takes for granted, be alert to the ways that these categories structure our opinions and provide us with criteria to make judgments about social experience; in short we need to be aware of how our choice of research methodology forms a context and rationale against which we evaluate other research approaches.

In this chapter I am looking at how one kind of critical theory—feminism—is raising questions about the relationship between knowledge creation and the search for objective truth. Who is it that creates meanings about the world, what criteria are used to decide what constitutes valid truth and does gender come into any of this? In the first section of this chapter I will outline the kind of critical analysis which radical feminist theory is making of the assumptions around which modernist thought has been structured, in particular the privileging of rational discourse and a particular model of knowledge exemplified by the scientific method of the natural sciences which is regarded as the guarantor of truth. I will then move on to elaborate the constructive approaches which radical feminism is advocating in seeking to expand the criteria for what is considered to be true, rational or valid.

But before I move into the main body of this paper’s argument, I want to identify the assumptions I am making about the purposes and nature of research in the social sciences.

**Breaking with Traditions of Knowledge-making**

It is now commonplace to allege that Western thought is engaged in a crisis of legitimation and that the social sciences are questioning the epistemological foundations of the Enlightenment legacy that underpins modernist thought as we know it. My arguments are challenging the defining characteristics of modernism: namely that disciplinary knowledge can be objective, impartial, innocent in intention and effect and neutrally discovered; that there is only one, true method by which knowledge is acquired; that
knowledge can be discovered by a rational subject that is distanced from its object and who can separate herself/himself from emotions, personal self interests and political values in creating innocent knowledge. I am arguing that it is not the task of the social sciences to discover absolutes in the way that the Enlightenment defined epistemology—(i.e. the relationship between knowledge construction and truth)—but rather the task is the interpretation of social meaning and not a search for scientific truth; the search is for understandings of the social world and not for scientific laws about human beings.

In other words I am challenging the view that has been derived from Enlightenment thought that the purpose of research in the social sciences is to separate universal truth from historical and cultural influences, which by implication, warp human thought. I am advocating an approach to research which recognizes that all knowledge is produced out of a relationship between human thought and human existence: that in producing knowledge one cannot make a distinction between objective and subjective knowledge, that all knowledge is shaped by a mixture of historical and cultural influences.

Drawing on the work of Foucault and Gadamer I am arguing that modern science, far from offering the one true model of knowledge, is rooted in certain historically specific assumptions about the way the world is; assumptions which are not universally valid but related to specific contexts. This approach to knowledge undermines the universalistic claims of scientific, objective knowledge, reveals the historical specificity of Enlightenment thought and illustrates a further important assumption which I make in this paper—that values, politics and knowledge are intrinsically connected. If, as I am arguing, understanding is always from a particular perspective, researchers must acknowledge that their values and prejudices are implicated in what they create as knowledge. So as well as acknowledging the influence of socio-historical conditions and the interpretive role of social research I am also arguing for a reflexivity that seeks to understand that power is not exterior to knowledge or to social relations but is embedded within their very conditions of existence. My aim is to illustrate this in the sections that follow.

**Feminist Theory and the Challenge to Orthodoxies**

The last three decades have witnessed an enormous breadth in the development of feminist theory. The construction of theory has always been allied to a politics and each phase has defined the focus differently and so the emphases within theory have been different. In the 1960s feminism was largely concerned with removing barriers to women’s participation in all aspects of public affairs and to arguing for a greater share for women in the rights, duties, privileges and responsibilities of men. This egalitarian politics was accompanied by forms of theory which sought to challenge sexist practice. Sexism was defined as the unwarranted differential treatment of women: it was identifiable in empirical terms and could, it was argued, be removed. If men and women were treated equally in the political, social and personal sense, there was the rational possibility that women’s views and activities could be invested with the same degree of significance as men’s: equal but different was the sound-bite of the egalitarian paradigm.

In the 1970s, feminists were attempting to integrate their approaches into mainstream radical theories such as marxist, liberal or psychoanalytic, only to find them particularly
resistant to such challenges or incapable of being broadened to include women. These experiences of being rejected and alienated, facilitated a growing awareness of the patriarchal nature of such discourses. Even if sexism was eliminated and both sexes participated fully, the patriarchal nature of structures and value systems would still ensure that men and women were positioned in unequal positions of power, and female activity defined as marginal and of lesser significance to male experience. Even if women were incorporated into patriarchal discourse, it was on the basis of their sameness to men, their specificity as women could not be recognized. In other words women began to assume the role of surrogate men.

Many feminists came to realize that the political project of women’s inclusion as male equals could not succeed and the 1980s have witnessed the development of a more radical feminism responding to the failure of egalitarian aspirations. The focus of study became the phallocentric nature of all systems of representation; that whenever the two sexes are represented in a single model, the specificity of the female or the feminine is always collapsed into a single, universal model that is represented in male or masculine terms. In theoretical terms, feminists have analyzed how the general concepts, assumptions and categories of western thought have been organized around hierarchies which, by association privilege masculinity and devalue femininity. Regardless of which academic discipline radical feminists are working within, there is widespread recognition that philosophy has exerted a powerful influence on concepts, ideals and values in everyday life and that the way we make sense of the world is through broad categories and central questions to do with the nature of reality, subjectivity, how knowledge is constructed, morality/ ethics and political rights and responsibilities. As feminist theory has developed, it has developed a dialogue with postmodernity and psychoanalytic approaches; this has led to questions about how philosophy is implicated in defining masculinity and femininity, how it defines the ‘nature’ of people, the values attached to their skills and capacities and how gender difference is a category of analysis around which every society is structured.

Radical feminism is joining with postmodern critiques to undermine the traditional model of creating knowledge developed since the Enlightenment. For as long as it was held that there was only one truth, that its discovery was guaranteed by objectivity and the rigorous pursuit of a scientific methodology, the gendered nature of this discourse and its privileging of masculinity was disguised. Post-modern approaches are asking us to be sceptical about traditional beliefs about truth, knowledge, power and the self, all of which have served as legitimation for contemporary Western culture. They question the following beliefs derived from the Enlightenment:

i) the existence of a coherent, unified self that is capable of using reason to understand its own processes as well as the laws of nature;
ii) reason and its application through science can provide an objective, reliable and universal foundation for knowledge,
iii) that knowledge acquired through the right use of reason will be true and unchanging irrespective of time or culture,
iv) reason has a universal and transcendental quality and is not contingent,
v) by grounding all claims to truth and authority in the application of reason, conflicts
between truth, knowledge and power can be overcome. By privileging reason, truth
and power can serve power without distortion; by utilizing knowledge in the service of power,
both freedom and progress can flourish. As a result knowledge can be neutral
because it is grounded in reason and its effects are beneficial. Finally,
vi) the scientific paradigm is the framework to guarantee truth and its methods are
neutral and its contents socially beneficial.

Radical feminists have entered into a dialogue with postmodernist discourses as they have
begun to deconstruct notions of reason, knowledge and the self to reveal the gendered
nature of concepts and analytic categories which had been seemingly neutral and
universal. Scholars such as Hekman (1990) and Flax (1990) have argued that knowledge is
structured through a number of fundamental dichotomies such as rational/irrational,
subject/object, nature/culture which constitute a hierarchical view of knowledge. The
way that knowledge is constructed privileges certain concepts over others and rather than
being a peripheral issue, the study of epistemology is central to the way the social sciences
examine the relationship between human thought and social existence.

Hekman and Flax argue that the rationalism which is the source of modernist
epistemology is a specifically masculine mode of thought. They argue that the positivists’
claim that only rational, objective, abstract, universalistic thought can lead to the truth is
in fact a specifically masculine claim. Further, they argue that each of the dualisms on
which modernist thought rests is the product of the fundamental dualism between male
and female. In each of the dualisms mentioned above rational/irrational, subject/object,
culture/nature the male is associated with the first element, the female with the second.
In each case the male element is privileged over the female and maintains its position by
its capacity to define itself as a universal standard against which the subjective, the
emotional, the aesthetic, the natural, the feminine must be judged. In the very dualities of
modernist thought women’s significance is defined as inferior to the rational, objective,
abstract qualities of the scientific method which not only guarantees Truth but positions
masculinity and ‘man’ as capable of finding the Truth. Once this kind of analysis is
accepted all the other common sense stereotypes which we constantly attempt to counter
fall into perspective. As Jane Flax comments, ‘woman’ is defined as a deficient man in
discourses from Aristotle to Freud.

There are some interesting parallels between feminist analyses of modernist dualities
and the irresolvable disputes between positivist and interpretive approaches in the social
sciences. Many people working in an interpretive paradigm do not challenge the
subjective/objective dichotomy on which positivism rests because they believe that the
strength of social science research is that it can be objective in a subjective kind of way.
Despite all their efforts however, the objectivity of the natural sciences remains the gold
standard against which all other variants—qualitative/interpretive approaches are
judged. By not challenging the dichotomy, the privileged concept maintains its power of
definition. For feminists the same dilemma apply. Many feminists try to exalt the virtues
of ‘female nature’ and the related concepts of community, care, relatedness, as opposed
to the ‘male’ values of control, mastery, rationality and abstraction. But as the dispute in
the social sciences reveals, these arguments are not convincing because such feminists
cannot succeed in privileging the female over the male because they have not challenged
the very dichotomy through which the female is defined as inferior in the first place.
Equal but different simply cannot succeed in a world where knowledge is constructed
through hierarchical meanings. Not that the reverse argument of valorizing femininity over
masculinity works either. What does emerge is the insight that if particular dualisms
cannot be reversed, perhaps the aim should be to dissolve them.

At this point in the paper it might be helpful to review how radical feminism has
developed as a perspective and where it stands in relation to other discourses.

As I indicated above radical feminism is critical of liberal feminist discourse because the
latter is tied to the dichotomies and grounding in absolutes which I analyzed above as the
characteristics of Enlightenment epistemology. Anything short of a rejection of the
rationality and dualisms of Enlightenment thought and the research methodologies which
derive from it, will not prove a successful strategy for women.

In developing its analysis that a commitment to modernist categories is in effect a
commitment to the production of gender specific theory that privileges masculinity rather
than gender neutral theory, radical feminists have been greatly helped by the work of
Thomas Kuhn on paradigm shifts. His work established the notion that science should be
examined within a specific cultural and historical context and that its statements were not
the universals they often were presented to be. Meaning and interpretation were part of
the scientists’ world. Although Kuhn may not have intended it, his work challenged the idea
of a fixed, absolute reality against which we test our notions about the natural world.
Given his approach to science, what appears according to scientists as objective reality
does in fact change with changing paradigms. Theory can be argued as being grounded in
distinct contexts—social, historical and political—and there are not fixed, universal
criteria for determining one as more correct than the other. This hermeneutic or
interpretive dimension to science is very important for all social scientists but particularly
so for feminists. If the model of knowledge embodied in the scientific method of the
natural sciences is not the only paradigm of knowledge then all the dualities which have
disprivileged women can be exposed to critique and displacement.

The way is opened up for radical feminists to argue that a commitment to reason,
perspectiveless truth, objective and neutral forms of knowledge, separation of the subject
from the object of knowledge are all commitments to the production of male theory in
which reason surreptitiously defines itself by excluding categories associated with
femininity—subjectivity, the emotions, desire and specificity. Through such definitions,
the masculinity associated with theory control and its production has not been recognized
because no other theory or knowledge has emerged with which it could be compared.
Men have been able to assume the role of neutral thinkers and producers of ideas because
the categories of analysis they employ have repressed all traces of their sexual specificity.
By universalizing their knowledge they successfully tag feminism with the label of specific,
personal, incomplete, partial knowledge which can be easily dismissed and pushed to the
margins.
Feminist Approaches to Epistemology

In the earlier sections of this paper I have sketched out the kinds of critique which radical feminism offers of patriarchal discourses. If women working in the disciplines are to achieve a measure of autonomy and self determination it is important that they acquire a thorough knowledge of the orthodox paradigms in which their discipline is located and their phallocentric/patriarchal nature. It is part of the feminist project to practice reflexivity about the power relations assumed within such theoretical frameworks and engage in a deconstruction of the phallocentric models which reduce women to a necessary dependence on men. However, feminism’s project cannot remain solely a reactive and critical one. To be so would imply an affirmation of the very paradigms it wishes to critique: to remain an anti-sexist project only means that feminism accepts its location with a politics of sameness or equality with men. Moving on from an anti-sexist approach, feminist theory has been developing alternatives to patriarchal discourse which are not merely adaptations of existing orthodoxies. How it develops alternative epistemologies now becomes a crucial issue.

As I outlined earlier, radical feminism is critical of both positivist and interpretive approaches because although they differ in the scope, the latter methodology allows for the role of subjectivity, both approaches accept the power of reason to apprehend the truth—that it emerges out of an objectively conducted method of separating subject from object in research. If radical feminism offered alternative approaches which implicitly accepted these rival accounts, it would implicitly be affirming the very categories which patriarchal discourses offer. So by engaging in conversation with postmodern and psychoanalytic approaches, radical feminism is adopting a strategy which starts from the premise that all knowledge is contextual and historical and does not need to be grounded in the absolutes which other methodologies endorse. The production of knowledge then becomes the creation of perspectives about the social world—points of view—all of which have to acknowledge their own partial and limited insights as well as respect the position that other views and perspectives are possible and can offer intelligible meaning about the world. In attempting to develop alternative discourses, radical feminism had drawn on the work of Michel Foucault and in particular his discussion of discourses and power-knowledge.

He presents a critique of rationality that is particularly relevant to both post-modernism and feminism. His objects of investigation were not fixed and established bodies of knowledge but the rules of formation and the conditions of possibility created by a specific discourse which allowed certain statements to be made as if they spoke the truth. Objects of investigation were madness, prisons, desire, sexuality, asylums, poor homes, hospitals, institutions because he wished to understand and illustrate the intricate and highly variable forms of power in discursive practices. Not only does a discourse permit certain statements to be regarded as the truth but the rules which govern a discourse also determine who may speak, what conventions they need to use and with what authority they may speak.

His view that discourses create subjects as well as objects goes further than interpretive social science. The latter has long argued that the object of social scientific enquiry differs
from that of natural scientific, but he shows how a particular discourse creates a kind of subject—who is defined as mad, criminal, deviant, unreasoned.

His second great insight is that knowledge and power are inextricably linked in discourse. His basic claim is that power and knowledge are fused in the human sciences. His theory of power differs radically from the humanist/Marxist accounts in three basic ways:

- power is exercised rather than possessed,
- power is not primarily repressive but productive, and
- power is analyzed as coming from the bottom up.

He is distancing himself from a preoccupation with power as a possession in order to account for how subjects are constituted by power relations. He rejects a repressive model of power in order to show how individuals actually obey repressive and coercive forms of power—in other words how individuals police themselves.

What he is arguing is that in the human sciences disciplinary power has been exercised over the bodies and minds of individuals—docile bodies and obedient souls. Disciplinary power has spread through the production of certain forms of knowledge such as positivist and interpretive human sciences and through the emergence of disciplinary techniques such as surveillance, examination and discipline which facilitate the process of finding out about individuals. Thus ways of creating knowledge in the social sciences are equated with ways of exercising power over individuals. The different disciplines of medicine, psychiatry, criminology, psychology are therefore in a powerful position to create the divisions of healthy/ill, sane/mad, legal/delinquent, normal/deviant and are implicated in effecting the means of normalization and social control.

He convincingly argues that the relations of power and knowledge are internal to knowledges and that each discipline has a political investment in enhancing its view of the world. His ‘bottom-up’ analysis shows how all of us at the micro-level of society become part of dominant networks of power relations. By being engaged in disciplinary enquiries the power of individual researchers is enhanced within the rules of its discourse in relation to the objects of their study: their power to define people and the nature of their ‘problems’ is exercised through their actions as researchers.

All of these upsetting and disturbing categories of thought are immensely helpful for radical feminists. Firstly they allow a challenge to be made to philosophy’s orientation around oneness, unity or identity—one truth, one method, one logic. There is opened up scope for perspective and a diversity in the models on which philosophy can develop. This insistence on perspectives is advocated as a relational, not a relativist theory of knowledge (Grosz, 1987).

Instead of being committed to truth and objectivity as privileged by both positivist and interpretive perspectives, feminism can argue for the insight that all discourses create subjects, objects, regimes of power and truth. Instead of being for or against the regimes of any one research tradition, one asks what conditions facilitated the development of a particular discourse and what criteria and assumptions does each discourse use to present itself as speaking the truth and disguising its own desire to dominate. Knowledges must be reflexive in coming to understand their own self development as knowledges. Feminism
must therefore accept its own status as context-specific, the product of socio-economic and historical movements. It has no more claim to speak the truth than any other discourse but must own up to its own points of view, specific aims, desires and political position within power relations. No discourse can openly disassociate itself from a political position. Thus the political is always personal. Feminist theory is neither subjective, nor objective, neither absolutist or relativist: it strives to occupy the middle ground excluded by these dichotomies: it argues that all theory is relational and connected to other practices (Grosz, 1987). Radical feminism rejects the ‘add women’ and ‘stir’ approach of many interpretive approaches to research. Gender divisions are fundamental categories around which all social structures are organized and meanings created. This should be the understanding which underpins the development of all human thought and men as well as women should internalize the dominant conceptions we all have about masculinity and femininity. The context for thinking about gender is that we see it as a social relation rather than a set of opposite and different characteristics. In doing so we can illuminate how our thinking becomes implicated in power/knowledge relationships both between the sexes and within each category—how men treat other men, women treat one another.

The sub-text for such an approach is that we consciously admit the potential in our enquiries for both expressing and uncovering relations of dominance. This may often imply the writing of histories or giving expression to voices and views that have been suppressed, unarticulated or denied by traditional discourse. Models of investigation which assume homogeneity as their starting point fail to acknowledge the variety of human beings and are oppressive in their phallocentric assumptions—that women can be represented as having the same characteristics and interests as men. For these kinds of reasons, radical feminism argues that one cannot accept the separation of the subject and object of knowledge. In accepting objectivity one must accept a knowing subject free of personal, social, political and moral interest—a positivist subject unimplicated in a social context or uninfluenced by prior ideas and knowledge. Feminism as I represent it must reconceptualize the inter-relationship between subjects and objects so that reason and knowledge include a recognition of history, context and specificity.

Instead of organizing thought through dichotomies which separate and exclude—subject/object, reason/emotion, culture/nature, masculinity/femininity—a feminist position would argue for these terms to be regarded as continuities and for discourses to be created that avoid dualities, essences and the temptation to privilege the feminine over the masculine. The dualisms of masculine thought need to be displaced by a pluralism and fluidity that transforms categories which have continually positioned and named women as inferior. The modernist move of trying to incorporate women into the masculine definition of rationality should be avoided in favour of deconstructing the dualism on which it rests. Radical feminists argue that we don’t need new ‘truth’ but a plurality of perspectives. Joan W.Scott’s discussion of equality-versus-difference illustrates the point well. Instead of accepting categories in fixed opposition to one another such as unity/diversity, identity/difference, presence/absence, universality/specificity, we argue for their interdependence so that we reverse and then displace the binary opposition. In this context we can refuse to place equality and difference in opposition to one another and argue for a respect for differences ‘as the condition of individual and collective identities,
differences as the constant challenge to the fixing of those identities, differences as the very meaning of equality itself" (1988). Challenging the way knowledge/power is constructed from the ground of difference seems to me a crucial insight not only for all women but for all social scientists as well if they are to arrive at valid understandings about the relationships between human thought and the nature of existence. Only by following this approach can women or any other subordinated group avoid being defined as inferior against the universalizing categories of rationality, objectivity and masculinity.

What are the Implications for Feminist Method?

In this chapter so far I have been looking at the relationship between epistemology and methodology. I have defined epistemology as the study of how knowledge is constructed about the world, who constructs it and what criteria do they use to create meaning and methodology in the sense used by Harding (1987) as a theoretical and conceptual framework with which research proceeds. In this final section I want to consider whether the themes I have identified amount to such a thing as a feminist method—by which I mean distinctive techniques of evidence gathering or pursuing inquiries.

I have argued that feminism is a perspective which asks all methodologies to recognize that they too are perspectives. Arising out of this I want to argue as Reinharz (1992) does that feminist researchers do not consider feminism to be a method; rather they see it as a perspective that can be infiltrated into all disciplines as a means of developing innovative methods. Feminist social research uses the methods supplied by the discipline—both quantitative and qualitative—and adds its own perspective in order to create diverse and innovative approaches to analyzing human activity. At an earlier stage in the development of feminist theory it was argued that qualitative approaches were the hallmark of feminism because of their respect for the inclusion of women’s experience which interpretive research methodologies advocated. However for reasons I analyzed earlier, feminist scholarship has identified the contradictions of methodologies which do not challenge dichotomies which label women’s experience as of lesser significance. Theories and methodologies which attempt to valorize the ‘essential’ nature of women and their experience were seen to pose no challenge at all to the phallocentric nature of both positivist and interpretive methodologies and so feminist theory now uses the full range of methods and implicates itself in the greatest range of subject matters, challenging the false homogeneity of much that passes for understanding of the social world.

The following themes are those characteristic of feminist research which should guide the development of new approaches.

a) **Acknowledge the pervasive influence of gender as a category of analysis and organization.** Each of us understands our own identity through the meanings we learn to attach to gender difference: society’s institutions and structures are organized around divisions that have a gendered nature. Irrespective of the area of research in which we work, feminism would argue that as a strategy in designing research one should be asking how meanings about gender are implicated in the questions and criteria that guide one’s thinking. These are not the peripheral questions which can be added on after a long list of more important questions have been asked; not to address questions of gender difference is to adhere to
patriarchal theoretical norms which collapse all issues of difference into unitary, homogenized categories. Such approaches cannot lead to intelligible meaning about the diversity of experience in the social world; patriarchal discourses disguise their own specificity by portraying their frameworks and questions as universally significant.

b) Deconstruct the traditional commitments to truth, objectivity and neutrality: reverse and then dissolve the binary oppositions which structure thought and subordinate all the categories—the subjective, the privately emotional, community, practice-based—that are associated with the feminine and females. The aim is to expand and multiply the criteria for what is considered to be rational and true and to be critical of norms which are discriminatory in their assumptions.

c) Adopt an approach to knowledge creation that recognizes all theories are perspectival: that each methodology is the product of a specific combination of historical, socio-political influences—whether it is positivism or post-modernism—all of them are making claims about the truth but none should be regarded as telling the truth. Feminism itself must be treated in this light: it is not telling a better story about social relations but in making its own claims, it expects each claim to be equally self-reflexive. This does not mean that each perspective is equally valid but each of them has a point of view and should be interrogated from a stance that accepts that no perspective is producing disinterested knowledge and each of them represents particular positions within power relations.

d) Utilize a multiplicity of research methods. Feminist research reaches into all disciplines and uses all the methods; it does not concern itself solely with the study of gender but is concerned that research about any area of social practice is sensitive to the differential experience of female and male. Reinharz (p. 245) agrees with a number of writers who suggest that feminism is accumulating stages in scholarship. The current emphasis on multiplicity of methods is because in her view feminists value inclusiveness more than orthodoxy. The outpouring of scholarly feminist literature has contributed to what Jessie Bernard calls the Female Renaissance or Feminist Enlightenment. A multiplicity of methods allows women to study the broadest range of subject matters and reach a broad set of goals. Their approaches may include interview and oral history methods, case studies, cross-cultural research, ethnography, surveys or experiments. Giving voice to experience, understanding variations within populations or measuring behaviours and attitudes are only a few of the methods utilized by feminists.

e) Be open to inter-disciplinary work. The organization of knowledge into discrete disciplines is a thorny issue that feminist researchers cannot avoid. Each of us is shaped by disciplinary approaches but given feminism’s critique of the dualities of modernist thought which disprivilege the feminine, it follows that feminists must be alert to the ways that disciplines function as discursive networks to ignore or deny female experience. As I said earlier, by presenting theory as universally applicable those working within disciplines can successfully disguise the specificity of their theory. Disciplines function as phallocentric discursive systems and collapse the differential experience of the sexes into universal models with homogenized categories. Anna Yeatman’s discussion of sociology’s resistance to the feminist challenge illustrates the extent to which the social sciences including sociology, economics, psychology and political science are all structured by modernist dualisms.
Its own particular versions of these dualisms—for example, structure/agency, social structure/culture, social/psychological, family/society—are logically derivative of the basic dualistic structure of the modernist consciousness: individual/society; subjective/objective; reason/emotion, and so forth. Sociology cannot change this modernist framework of reference which has governed it as a specific intellectual enterprise without abandoning its whole tradition and approach, without, that is, becoming something other than itself. Yet it is precisely the nature of the contemporary feminist challenge to require sociology, as all expressions of modern science, to move beyond this dualistic ordering of reality in the direction of integrating what have been regarded hitherto as opposing terms (p. 286).

Resistance to change is deepest in those disciplines quoted above that have a role in preserving and gate-keeping modernist conventions of ordering reality through hierarchical dualities.

Feminist approaches are challenging the taken for granted assumptions made by disciplines about a coherent self and the nature of the social world. Foucault’s work has sensitized us to the connections between knowledge claims and power. For him power is not held centrally but is reproduced in disciplines at every point where someone who ‘knows’ is teaching someone who does not know.

In producing knowledge about the social world, feminism is refusing to defer to the truth claims of disciplines which exclude and suppress voices and discourses different from themselves. It is a key aim of any feminist research to blur and undermine the rigidity and distortion of disciplinary based power/knowledges.

\( f \) Involvement of the Researcher and the people being researched. As I explained earlier, feminism challenges the claim that valid knowledge is only produced through a commitment to truth and objectivity and that in order to achieve this objectivity, a gulf is necessary between the researcher and the object of research. This gulf presupposes that researchers are subjects in the Cartesian sense—capable of forming rational knowledge in the face of personal, social, political and moral interests and standing outside the social context of the ‘objects’ of research. Instead of accepting such dichotomous structures which separate subject and object, teacher and pupil, supervisor and student, feminism regards the terms as continuities and does not think of objectivity and subjectivity in confrontation with one another.

Such an approach acknowledges the importance of personal experience and expects researchers to analyze how their own experience is implicated in defining research questions, organizing its data collection, interacting with others. Far from being a distorting influence, experience is seen as an asset. The important point is that the researcher should develop a self-reflexive stance towards his/her own relation to the research: she/he must be accountable for his/her own cultural prejudices and disciplinary allegiance and be alert as to how these implicate themselves in the choices made in research practice.

Unlike patriarchal approaches to research, feminists need to develop an inter-subjectivity, a shared or collective response to research, with those they study. It demands
that the researcher establish an empathic understanding with the people s/he studies in a non-exploitative manner. Relations of respect, shared information, joint involvement in the commentary and evaluation of their own lives, openness, are all the goals of a feminist researcher. Clearly these themes are not without ambiguity and controversy but if the task is to represent the complexity of social reality, researchers need to form relationships that allow for those who are the researched to express what is significant to them in their everyday lives. It is this which provides for the validity of the research not pseudo-objectivity.

Summary

In this chapter I have tried to draw distinctions between epistemology, methodology and methods. Epistemology is concerned with philosophical approaches to what counts as knowledge and truth; methodology refers to the conceptual framework within which research as a practice is located and methods are the techniques employed to gather research materials.

I have argued that feminism is challenging the epistemological foundations of western thought by questioning the dualities and hierarchies through which modernist thought has constituted femininity and women as inferior.

I have analyzed the characteristics of feminism as a perspective drawing on the postmodernist discourse theory of knowledge. In arguing that truth is constituted through discourses, I am asking for a critical reflexivity towards the characteristics of all research methodologies so that one can understand that all knowledge is the product of historical and contextual circumstances.

In arguing that discourses create knowledge, I have also drawn attention to the power hierarchies that are created within knowledge and in particular to the way that subjects and objects are constituted through categories privileged within the discourse. It is in this respect, that radical feminism is such a fundamental challenge to traditional intellectual values because it rejects the Cartesian subject that creates knowledge through rational abstraction. Feminism is arguing that it is these Enlightenment assumptions that have prevented the development of new modes of subjectivity and discourses which can resist the power of phallocentric research traditions.

Feminism has encouraged a research practice that reveals difference because that speaks of the diversity of men and women and is a basis from which male domination of theory can be effectively challenged. It advocates the use of a multiplicity of methods in all the disciplines so that the boundaries of what constitutes research can be opened up and new ways of knowing, new forms of analysis and new texts can be created.
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Introduction

Like many of those who are drawn to study economics, my major initial motivation was an interest in economic policy—not so much the macro-policy issues of inflation or the exchange rate that seem to many to be the essence of economics, but the micro-policy issues of taxation and welfare benefits, of regional or training policy, of policy towards the nationalized industries (as they then were) and so on. In short, the myriad ways in which government economic policy decisions impact on the everyday lives of individuals. As an undergraduate, I took options in courses concerned with taxation and public finance, industrial economics, the economics of the nationalized industries and so on. On graduating, I decided to pursue these interests further by taking a post graduate degree at the United Kingdom department which (at that time) specialized most strongly in the analysis of the public sector and its policies—the University of York. My first year at York was spent in the relatively standard pursuit of taught courses at the Masters level, but once I was admitted to study for a DPhil, I began to think seriously of research for the first time.

My initial research topic was the relationship between local and central government policies, and the possibility of policy improvements in specific areas from closer integration between government agencies. But I wrote no thesis on this topic. Like many research students before and since, I found that my original topic was simply a point of departure.

The analysis of government policy that I had studied up to that date was almost entirely normative in character. That is, it attempted to answer questions of the form ‘What should government do in situation X, on the assumption that the overall aim of government policy is to maximize some particular notion of social welfare’. Thus the concern was with deriving ideal or optimal policies from a specific moral criterion. This approach begs two obvious questions: (1) how do we analyze how governments actually decide what to do; and (2) what particular moral criterion is relevant to the evaluation of government policy. These questions, which we may label the political question and the ethical question, came to dominate my research interests to the extent that I never returned to the particular questions of the relationships between local and central
government policy—although I did work out some of my ideas in relation to the questions raised by a federal structure of government.

The political question, the one I want to pursue here, concerns the construction of a way of thinking about government as a policy making (and law making) process made up of institutions and procedures operated by individuals in their roles as citizens, voters, politicians, civil servants and so on. The relative lack of interest in the mechanics of policy making shown by most economists of the previous period related directly to the conception of economics as a ‘positive science’ that was very influential in economics in mid-century. On that account, economics was seen as a largely technical exercise which could offer unbiased, value-free advice on the policy means to any particular desired end. This view led many economists to be relatively uninterested in the wider political and ethical questions, since these questions were felt to be separate (or, at least, separable) from technical economic questions and to lie wholly in the domain of politics and philosophy— it was relatively common to hear and read statements to the effect that politics was concerned with the determination of the desired social ends, and economics concerned with providing the means to those politically determined ends. As a result, economists typically engaged in policy analysis in a manner that was independent of any social, political or institutional structure—as if the economist were giving policy advice to an appropriately motivated benign despot.

Fortunately, there were two developing literatures which broke with this tradition (albeit in very different ways) and took social and political institutions and their problems seriously within an economic framework. One (social choice theory, associated with Kenneth Arrow and Amartya Sen) concerned the formal analysis of the aggregation from individual preferences and values to social choices and social values; the other (public choice theory, associated with James Buchanan) concerned the conceptualization of government in institutional terms and the analysis of the process of government in a manner which paralleled the economic analysis of the process of market exchange in the context of market institutions. I was drawn to these two literatures and was fortunate in being able to arrange for Jack Wiseman (who was perhaps the first UK economist to embrace the ideas of public choice theory) to act as my supervisor, and for Amartya Sen (both a distinguished social choice theorist and a leader of the movement to re-integrate economics and ethics) to act as my external adviser and examiner.¹

These various elements came together to influence my DPhil research which analyzed the political institution of federalism from an economic perspective, drawing on both public choice and social choice theory. But perhaps more importantly, they also provided a developing framework for research in the longer term. After completing my DPhil, I took the first available opportunity to spend an extended visit with James Buchanan at the Centre for Study of Public Choice in Virginia where I met a number of others, with backgrounds in economics, politics and philosophy, with similar interests. Frequent contacts with other researchers who share basic perspectives—however different their particular research projects—are vital to maintaining active research commitments, and I have been fortunate in developing and maintaining a number of connections which have made such regular contacts possible.
As I have already suggested, the basic theme of public choice theory as a response to the political question of how we analyze how governments actually decide what to do involves the application of an essentially economic mode of analysis to questions which are normally considered to be in the domain of politics. Even making this statement raises a number of interesting questions: do we (and should we) identify individual social sciences with particular domains of study (economics with the economy, politics with the polity etc.) or with particular styles of theorizing; what is the difference, if any, between cross-disciplinary and inter-disciplinary research; what exactly is ‘an essentially economic mode of analysis’; and what virtue might there be in applying it in the domain of politics? In this brief essay, I hope to tackle at least some of these questions, and one or two related topics.

In addressing these questions I have two major objectives in mind—first the explication of some aspects of the economic mode of analysis, particularly those associated with individualism and rationality; and second a suggestion to the effect that this mode of analysis is of value across the domain of social science. While my discussion is presented in terms of the application of economic methods to politics, I hope to suggest some further generalization. Questions of individualism and rationality are of relevance in many areas of social research, whether they are embedded in the economic method or not, and I hope that the discussion of these topics may be of interest to those who are neither economists nor political scientists.

In approaching my objectives I shall be operating at a level of discussion which fluctuates from methodology to method—at times the discussion will link back to the grand themes of epistemology and the philosophy of social science, while at other times I will be concerned with the more detailed and practical methods involved in economic analysis. The reader should be aware of these different levels of debate, and I will try to make the appropriate level explicit where confusion might arise.

I should also be explicit about what I am not attempting in this essay. In particular I will not discuss the general question of approaches to empirical work. I will be concerned to characterize aspects of the economic mode of analysis seen as a style of theorizing which might contribute to our understanding of the topics under study. Some might argue that the economic approach to social science involves not only a distinctive style of theorizing but also a particular approach to empirical work and the vexed questions of theory appraisal. I doubt this but, in any case, I will not be concerned with questions of empirical method or methodology here.

The final point that I would stress in laying out my intentions is that I will not be arguing that the economic mode of theorizing is in any way uniquely privileged relative to other modes of thought. My aim is much more modest: all I seek to argue is that the economic mode of theorizing is of value outside (as well as inside) the traditional domain of economics, providing a coherent and defensible project in the broad area of social theory. In short, that there is at least some merit in being economical with politics.

The remainder of this essay is presented in four further sections. The next section provides a thumbnail sketch of public choice theory and so provides an overview of the economistic approach to politics. Sections 3 and 4 then look in slightly more detail at two significant aspects of the economistic method which are often criticized.
focus on the individualistic nature of the method, while in section 4 I focus on questions of rationality. Section 5 contains some final comments.

Public Choice Theory

To provide a caricature of public choice theory—or constitutional political economy as it is now sometimes called—one can simply reverse the view attributed to the traditional economist above. Rather than assuming that policy making is free of all institutional constraint and depends only on the technical ability to derive optimal policy conclusions from given (or assumed) moral criteria, the public choice theorist views policy as the emergent outcome of a complex institutional procedure. Once the institutional structure is established, individuals act rationally to achieve their own ends (whatever they may be) within that institutional structure, and policy is whatever emerges from that process. Policy can be evaluated relative to any moral criteria you like to specify, but policies derive from individual and rational actions within institutional contexts.

A common analogy is with a simple parlour game. Once the rules of the game are set, the outcome of the game (the result, score or whatever) is determined by those rules, together with the actions of the individual players. But the actions of the players are themselves influenced by their understanding of the rules of the game. Change the rules and you will change both the behaviour of players and the outcome of the game. Consider the game of chess, for example. The rules of chess define the strategies available to players, and the players then face the task of selecting the ‘best’ strategy given those rules and whatever they can learn about their opponent’s strategy, where ‘best’ is normally understood as meaning ‘most likely to win’. The game is complex and strategic and although we do not have any analytic solution to the question of the choice of the best strategy (as we do with some simpler games such as tic-tac-toe), the game may be understood and analyzed in terms of players attempting to find better strategies given their understanding of the rules. Change the rules (by introducing time limits, for example) and you will change the players’ behaviour and the pattern of the game.

This allows us to identify the sense in which the approach taken by public choice theory (and economics more generally) is individualistic in nature. Complex social processes are analyzed in terms of the actions of individuals (just as chess games are analyzed in terms of the moves made by individual players). This is not to say that institutions are irrelevant, indeed the whole point is to view the impact of institutions, but simply to say that institutions are important precisely because of the influence they have on individuals (just as the institutional rules of chess are important in influencing the strategies of players). This basic idea of individualistic analysis will be taken up in more detail in section 3 below.

On this view of politics offering policy advice of the traditional type is largely irrelevant. Of course, some economic advice can be expected as political players attempt to ensure that they are reasonably well informed—but this suggests that political players will employ specialist advisers in order to work out their best political strategies (rather as chess players employ specialist advisers to help them construct their strategies), so that the role of advice is very different from that envisaged when thinking about a disinterested
policy advisor to a benign government on the more traditional model. In short, each political actor will find an economic adviser who offers ‘appropriate’ advice.

Public choice theory has as its basic structural theme the idea of comparative institutional analysis. That is the idea that the appropriate focus of attention is the institutional structure or rules of the game. Thus, for example, the public choice theorist would argue that the questions of institutional and constitutional design and reform are the key questions in the political sphere, rather than the questions of policy design and reform. This means that the primary emphasis in public choice theory is on the study of the operating characteristics of alternative institutional structures. What are the properties of different voting rules or committee procedures? How do pressure groups interact with members of the legislature? What is the role of a system of parliamentary committees, or of a second chamber of parliament? How do political parties with this or that structure contribute to political outcomes? These are the basic questions addressed by public choice theory.

Once answers to questions of this general form can be sketched, the next step is to evaluate alternative institutional structures. That is to compare alternative arrangements not with some ideal but with each other. Clearly this step brings the ethical question back in to play, since the evaluative criteria must be made explicit. I shall say relatively little here about the ethical question beyond a brief discussion in section 3 below of the distinction between ethical individualism and methodological individualism.

In following this general strategy of analyzing and evaluating alternative institutional structures, the researcher must clearly say something about the way in which individuals might be expected to operate within the relevant institutions. Without some maintained hypothesis concerning the behaviour of individuals, it would not be possible to analyze the properties of alternative institutional structures (just as we would not be able to analyze chess without assuming some particular motivation on the part of the players—normally that each player is playing to win). In this context the typical behavioural hypothesis maintained by public choice theorists is again drawn from the more general economic method: The hypothesis of economic rationality. In fact, this hypothesis can be broken into parts including the idea that individuals act from the same basic motivations regardless of the institutional setting (I shall term this the hypothesis of single-mindedness), and the idea of a substantively egoistic motivation—the idea that individuals act to promote their own interests. I shall discuss each of these in section 4 below.

To recap, public choice theory involves the application of economic methods to the analysis of social and political institutions and this involves breaking with some traditions in economics in order to focus on comparative institutional analysis, but key aspects of the economic method are maintained. Some of the criticisms of the application of economic ideas in the political arena focus on the alleged limitations of the economic method, particularly in relation to individualism and rationality, so it is appropriate to view these commitments in slightly more detail.

**Individualism**

The economic method is often criticized for its individualism, the argument being that the reduction from society to individual obscures or eliminates many issues of interest and
blinds the analyst to social forces and constraints which lie outside of the individual. A similar criticism is often aimed at psychology by sociologists. The point here is that economics and psychology share a commitment to the micro level of explanation, while politics and sociology operate predominantly at the macro level.

I believe this criticism to be ill founded, partly because it conflates several different senses of individualism and partly because it ascribes to the economic method a form of individualism that is much more extreme than is required. In this section I intend to simply distinguish between strands of individualism in order to suggest a defence of the type of individualism that I believe appropriate to the economic method. This section will, then, operate largely at the level of methodological debate.

Individualism must be distinguished into at least two major strands: methodological and ethical. My major concern here is with methodological individualism, although I shall say a little about ethical individualism at the end of this section. But even methodological individualism comes in a variety of forms—I shall distinguish three. At its most severe methodological individualism holds that no non-individual social entities are real. A less virulent strain maintains that, even if social entities are real, they are fully reducible to the individualistic, in the sense that any sentence containing reference to a social entity can be rewritten in purely individualistic terms—so that social entities are simply a sort of convenient shorthand notation. The mildest form of methodological individualism says that, even if social entities are real and irreducible, still they do not compromise individual autonomy: they do not undermine or pre-empt individual agency.

The economic method may appear to be individualistic because it depicts government (or any other social entity: a firm, a trade union, the European Community etc.) as secondary to the individuals who act in its name. Recall that my sketch of public choice theory involved viewing government as the actions of individuals within the institutional and procedural structures of government, rather than as some supra-individualistic agency. Nevertheless, I would argue that this does not involve any commitment to methodological individualism beyond the mildest strain, and that this mildest strain is readily defensible.

The economic method certainly does not entail the strongest version of methodological individualism which would require government and any other social entity to be unreal—which might be one reading of Margaret Thatcher’s (in)famous remark that ‘there is no such thing as society’. The only sense to the idea that government is unreal can be captured by an analogy. Peter Geach once introduced an entity which he named a ‘surman’. Surman are men, and no doubt women, who share the same surname; two people named Jones may be different and unrelated, but they are (parts of) the same surman. It is clear that surmen are unreal, and it is also clear why. The concept of the surman plays no part in explicating the experiential or explanatory order of the world.

Does the economic method put the government and other such social entities in the same category as Geach’s surmen? Obviously not, the approach allows us to acknowledge that our experience of the social world and our explanations of at least some of its patterns make considerable use of the concept of the government (and other social entities). We can recognize that government is no artifice created for purely theoretical purposes, but a reality that is salient in the world; indeed, we must recognize this since
the object of our study is the impact of alternative institutional structures on the world. The reality of social entities is not denied by the economic approach (indeed, it is affirmed), so there can be no commitment to the strongest form of methodological individualism.

But what of the reducibility of social entities and the second sort of methodological individualism? Social entities, on the economic approach, are a certain sort of system of rules and rights—institutional and procedural rules and rights granted to office holders defined by those rules. In one sense that makes the entity reducible—it means that we can define the property of being a government in other terms. But that sense of reducibility is not relevant to methodological individualism, since the other terms, those involving rules and rights, are not themselves individualistic. The relevant question of reducibility turns on whether the property of being a social entity can be redefined strictly in individualistic terms, that is, terms which make no reference to society or any entities other than individuals. But there is nothing in the economic approach which requires this type of reducibility. What is true of the economic approach is that social entities are supervenient on individuals—in the sense that if two worlds were identical in respect of all individualistic properties, then they would also be identical in respect of their social properties—but this is a much weaker claim than the claim of reducibility.

The final question is whether the economic approach requires methodological individualism of the third and weakest type. Does it rule out the view that social entities such as government have an intrinsic power that undermines or pre-empts individual autonomy? Even here the answer is less than a full yes. The approach certainly rules out the wholesale undermining of individual autonomy, for it assumes that individuals act in a proper intentional manner when they act within social entities. But this is scarcely a burdensome conclusion. It simply rules out the view that individuals are pawns in the hands of non-personal entities. But there is nothing in the approach that rules out more limited pre-emption of individual agency. Indeed, it is precisely intended that individual agents should be seen as being influenced in their action by the institutional structures that they recognize.

In this way, the methodological individualism of the economic method may be seen to be both minimal and defensible. The commitment is to a form of analysis which takes institutions, rules, rights and other such social entities as important, but as important precisely because of their impact on individual behaviour and the outcomes generated by that behaviour. Methodological individualism of this mild form provides a basis for the study of the impact of social entities, and comparisons across differing institutional structures. I would suggest that many of the critics of the economic method—particularly when it is applied in areas of political and social institutions—make the mistake of taking the legitimate criticisms of more virulent doctrines of methodological individualism as being effective against the milder methodological individualism which characterizes the economic method.

A further potential confusion arises between methodological and ethical individualism. As I have indicated, the form of methodological individualism required by the economic approach is merely that social entities are seen as supervenient on individuals and that individual agency is not entirely eroded. Ethical individualism, by contrast, is a view concerning the basis for ethical evaluation. Loosely speaking, ethical individualism simply
requires that if something is to be evaluated as good, it must evaluated as good as a result of some impact on individuals, in short if something is good it must be good for at least someone. This rules out the possibility that something be declared good even though no one actually benefits from it. Of course some people might wish to argue against ethical individualism. For example, some might with to argue that the preservation of an area of wilderness is good even if no one (either now or in the future) thinks it good or derives any benefit. It is in some way intrinsically good.

Whatever the merits of the arguments for and against ethical individualism, the point here is that the debate is logically distinct from the debate on methodological individualism. One could adopt the limited methodological individualism associated with the economic method and still go either way on the issue of ethical individualism. As a matter of fact, most who adopt the economic method also adopt one or other form of ethical individualism (as do many who work in other traditions), but the important point here is that they are distinct commitments.

**Rationality**

The first task of this section is to establish the appropriate level of debate. The debate on rationality and rationalism operates at many levels and some confusion can be generated if these levels are not distinguished. In particular it is important to distinguish between what I shall term epistemic rationalism and what I shall term practical rationality. Epistemic rationalism may be caricatured as the idea that the application of pure reason is the only route to truth. Put less glibly, the epistemic rationalist in the tradition of Descartes and Spinoza will emphasize the power of deductive logic in knowledge acquisition, and will de-emphasize attempts to gain knowledge from inductive or empirical investigation. There are many criticisms of extreme epistemic rationalism—not least the problem of an infinite regress if truth is to be found only by the application of the (true) rules of logic to true premises. Consideration of these criticisms gave support to empiricism in its variety of forms and to the attempts to combine elements of rationalism and empiricism by writers such as Popper.

By contrast to epistemic rationalism, practical rationality is the much more modest view that human action can be analyzed in terms of the idea that the actions to be explained/understood/predicted can be seen as the outcome of a reasoned choice. That is, that individual human action is reasonable in the sense that it fits into a specific pattern, a pattern which involves the individual’s desires and beliefs. More specifically, an action is said to be rational in this sense if it is the action most likely to achieve the individual’s desires given the individual’s beliefs. A rational act is one which, all things considered, you have most reason to perform. Whatever the relationship between epistemic rationalism and practical rationality, I should be clear in saying that my concern here is with practical rationality—the idea that individual human action can be modelled as the outcome of reasonable/rational decision making on the basis of given (but perhaps unobservable) desires and beliefs. It is this notion of rationality that is important to the economic method. Indeed, while opinions differ widely on the extent to which economics as a discipline is committed to a rationalist
or an empiricist epistemology (or some combination of the two, or some alternative), there can be little doubt that economics routinely employs the construction of practical rationality and that this distinguishes it quite sharply from other disciplines within social science.

In its strongest form this commitment to practical rationality becomes a commitment to the assumptions which, taken together, define *homo economicus* as an extreme calculative egoist. Correspondingly, a major line of criticism of applying economic methods in the political domain focuses on the claim that these assumptions are inappropriate. Kelman speaks for many when he writes of economic models of politics:

They all start with the assumption that there is no difference between economic man and romantic man or political man. People act everywhere as they do in the marketplace. They are out only for themselves, and typically in relatively gross, money-seeking ways like...‘pigs at the trough’. My own view is that this...is a terrible caricature of reality. It ignores the ability of ideas to defeat interests, and the role that public spirit plays in motivating the behaviour of participants in the political process.²

The first step in responding to this line of criticism is to distinguish between two points: one relating to the substantive motivational psychology to be adopted, and the second relating to the contrast between singular and plural motivational structures. The Kelman quotation relates to both points, and his first two sentences indicate that a singular model of motivation is in play in economic models, so that the motivational structure of the individual is identical whatever the institutional context; the third sentence then identifies that singular motivational structure as being narrowly self-interested. Clearly Kelman objects to both aspects of the economic approach. I will discuss the singular/plural issue, and then return to the question of the substantive motivational psychology.

If we are primarily interested in the comparison between alternative institutional and constitutional structures we will wish to focus on how the switch from one institutional regime to another will impact on outcomes. There are two possible routes for such effects. First the shift in institutional environment will reconfigure the external world as perceived by any individual. This effect will change the structure of incentives and opportunities facing the individual, or change the distribution of particular individuals across alternative roles, and so change individual behaviour and social outcomes. The second route by which a shift in institutional regime may influence outcomes is via a reconfiguration of the internal world of the individual; by changing preferences, attitudes and dispositions in such a way that, even if the feasible set of alternative actions is unaltered, different choices will be made.

If individuals are single-minded (whatever the nature of that single mind) only the first route is available, while if individuals are plural-minded, institutions may act via either the first or second route. In arguing that individuals be modelled as single-minded I am arguing for the study of the first route of institutional influence in isolation from the second. This argument does not necessarily deny that the second route may be of some significance in
practice, and indeed it is possible to imagine an economistic account of this process at a suitably abstract level, the claim is simply that the two routes are best studied in isolation.

A second essentially methodological argument in favour of the assumption of single-mindedness is that if individuals are taken as plural-minded we lose the ability to make comparisons across institutions with respect to a consistent and individualistic criterion. Put simply, if individuals are plural-minded, which mind is to be used for purposes of comparing institutions? Note that if some ordering over the plural minds is invoked in order to answer this question, this will amount to an admission of single-mindedness, since the meta-ranking given by the ordering over the plural minds can be viewed as a single mind.

A third argument is that the plural-minded model might be thought to be dangerously close to assuming what needs to be argued. If we simply assume that, for example, agents in political roles act in the public interest (as they perceive it) then there is little to be said about alternative institutional structures and their impact. At the very least, we would need to have some account of the process by which individuals adopt different motivational dispositions in different spheres of activity. Such an account would be tantamount to a model of endogenous dispositions—a very demanding task.

What then is the appeal of the plural-minded assumption? I believe that much of this appeal is explained by the obvious fact that behaviour differs systematically as between different institutional settings, so that it may be tempting to think that the motivations of individuals have changed. For example, individuals who donate very little of their own income to the relief of poverty may vote for major poverty relief programmes, even in the knowledge that they will contribute via taxation. But such changes in behaviour do not imply plural-mindedness, and may be explained by appeal to the changed incentive structures operating under the alternative institutions of private charity and public poverty relief (for example, in the case of voting I am voting for everyone—including me—to contribute, while in making a voluntary contribution I am acting alone). More generally, I believe that it is more powerful to explain changes in behaviour by appeal to changes in the institutional structure with all psychological factors held constant, than it is to invoke additional ad hoc psychological shifts.

On the maintained hypothesis of single-mindedness, I now turn to the question of the substantive motivational psychology; that is, the nature of the single mind. Four possibilities seem particularly salient here. First, we might assume that individuals are themselves moral, so that we focus on the possibility that institutional failings might subvert the morality of society. Second, we might assume that individuals are immoral, so that we focus on the possibility of institutions rescuing society from immorality. Third, we might assume that individuals are amoral, so that we focus on the moral properties induced by institutions against a morally neutral background. Fourth, we might attempt to model individuals as they actually are, a complex and heterogeneous mix of morality, amorality and immorality, so as to focus on predicting the actual outcomes of any particular institutional arrangement.

Each of these approaches has its merits, and it might be particularly interesting to view institutions under a variety of assumptions about individual moral character, but to the economist the two major alternatives must be the third and fourth, the first might be dismissed on the grounds that in a world of saints no major problems will arise and hence
institutional remedies are unnecessary, while the second might be dismissed on the grounds that there is unlikely to be any unique specification of what constitutes immorality even if we can agree on a unique specification of morality. The assumption that each individual is a prudent but essentially amoral maximizer of his or her own utility is not descriptively accurate, but neither is self-interest the most pessimistic assumption. The choice between descriptive accuracy and the moderate pessimism and moral neutrality of assuming individuals to be amoral must be made on methodological grounds.

Some argue that, even if we had available to us a descriptively accurate model of the moral character of individuals, we should use the more pessimistic, amoral, model when analyzing alternative institutional frameworks with a view to institutional or constitutional reform. The argument is essentially that institutions form a sort of insurance, that they should be robust against variations in the character of individuals and should perform reasonably even when individuals do not. This is the basic insight contained in the frequently quoted remark of David Hume’s that: ‘in constraining any system of government, and fixing the several checks and controls of the constitution, every man ought to be supposed a knave, and to have no other end, in all his actions, than private interest’.  

A second point concerns the moral neutrality of the assumption of self-interest. This relates to the basic structure of ‘invisible hand’ arguments in which desired outcomes are generated by the institutional structure—that is the pattern and form of relationships between agents—rather than by direct appeal to the motivations of the agents themselves. The choice of the assumption of amoral agents then focuses attention on the search for invisible hand mechanisms—mechanisms which economize on virtue in the sense that they do not require virtuous agents.

This is important both because of the special power of invisible hand arguments and because of the limitations of such arguments. For example, one type of social institution which will not appear to be effective under the assumption of amoral agents, but which may work in practice, is the type of institution which seeks to screen in the more moral members of a society, or socialize certain individuals to particular moral standards, in order to place them in certain significant roles. The ‘public service tradition’ so evident in the British civil service in the late nineteenth and early twentieth century might be an example of an attempt to socialize individuals into a particular outlook, while the method of selecting and rewarding judges in Britain (usually involving a significant reduction in salary) might provide an example of a screening process. Such institutions are not invisible hand mechanisms since they depend on the existence of ‘more moral members’ of society. The aim with this type of institution is to ‘amplify’ the social effects of existing moral character, and if this is the type of institution of interest, it would be more appropriate to base analysis on a plausibly realistic view of moral character.

In short, there is a role for both the amoral assumption and for greater descriptive realism. Each approach focuses on a different type of institutional effect—the incentive based invisible hand case and the selection based ‘amplification’ case. Excessive reliance on either approach may divert attention from the variety of ways in which institutions may operate to influence outcomes for better or worse.
Public choice theory has typically taken the line of modelling individuals as single-minded and amoral. I believe that an essentially methodological defense of this line is possible, but I do not see these methodological arguments as necessarily compelling. Moreover, the possibility of modelling individuals as more morally heterogeneous, so as to view screening and socializing institutions as well as invisible hand institutions, seems to me to be both exciting and well within the general scope of the economistic approach to politics. In this sense the assumption of single-mindedness can be seen as being much more basic to the economistic enterprise than any more detailed assumption of prudent amorality.

Too often, critics of public choice theory (and of economics in general) focus on motivational questions: they understand economics as defined by the assumption that all agents act to maximize the satisfaction of their own interests, fairly narrowly conceived, and seek to discard the whole enterprise on the basis that that motivational assumption is empirically wrong or ethically objectionable or both. I do not dispute that de facto the *homo economicus* construction plays an important role in much public choice related literature, or that there is clear evidence that some significant practitioners do take *homo economicus* to be central. The truth of the matter is, however, that most of the core results of public choice theory are such that the assumption of wholly or even predominantly egoistic motivation is neither necessary nor sufficient.

Consider ‘necessity’ first. In public choice theory, as in the parent discipline of economics, most of the central results are comparative static results concerning the effects of changes in relative prices or other relevant variables or institutional structures. All that is required for such results is the assumption that agents are concerned about their own interests among other things. That is, *homo economicus* can be regarded as embodying a partial specification of agents motivational structures, rather than a complete description. This more modest assumption is all that is required, for example, to show that particular institutional arrangements encourage particular (desirable) modes of behaviour. There is no need to show that, in the absence of those institutional arrangements no-one would undertake the desirable behaviour. We do not need to assume that all drivers would routinely break the rules of the road in the absence of detection and penalty devices in order to argue that detection and penalty devices may have a positive impact on compliance. We do not need to assume that all candidates elected to life-line political office would break campaign promises, in order to point out that the incentive mechanism provided by future elections may improve the rate of promise keeping. We do not need to assume that all political agents will always exploit all genuinely discretionary power assigned to them in order to believe that institutional devices that reduce or monitor discretion (or select political agents with care) may reduce exploitation overall.

What this means is that those exponents of public choice theory who believe that it is importantly constituted by the introduction of *homo economicus* in its strong form into politics (and those critics who take the same view) are mistaken—at least for a very wide range of relevant propositions. Occam’s razor (a principle much beloved by economists) would require us not to make a strong motivational assumption when a weaker one will do. Even more important, however, is the ‘sufficiency’ aspect. Motivational assumptions in and of themselves are a matter of psychology, not of social analysis. The irony of the
debate about motivational assumptions in public choice theory is that those assumptions are only an input into the real analytical game which is the analysis of institutional structures as such. The way in which institutional arrangements operate to determine social outcomes, and the differential operation of alternative institutions, form the central agenda items. Indeed, the economic approach goes to some lengths to finesse psychological questions of motivation (which is one reason why the behaviourist element embodied in revealed preference theory has such appeal to economists). What economics, and public choice theory, needs is the weakest possible set of motivational postulates, because the main quarry lies elsewhere, in the discussion of how different institutions work to produce different social outcomes from the interactions among a group of agents with no change in their motivations. Issues of institutional performance are obscure, and analysis often leads to results that are somewhat counter-intuitive. It is this latter intellectual enterprise that the economic approach to politics is engaged in, and to be distracted by psychological questions involves a sacrifice of comparative advantage.

In my view, the economic approach to politics can be readily detached from any assumption of radical egoism as the central motivation, notwithstanding the practice (and sometimes the explicit claims) of some public choice scholars. The central interest in political institutions as possible remedies for principal-agent problems, the attention to the incentive effects embodied in particular institutional arrangements, a focus on the extent to which social outcomes emergent under particular institutional arrangements reflect the preferences of the individuals who act within these arrangements—none of these issues requires an assumption of unrelieved egoism on the part of agents to be interesting. Some analytic convenience may be bought by the strict homo economicus construction, but the price paid in terms of unnecessary antagonism may well be too high.

Finale

Economistic models of politics offer a distinctive approach to questions of the design and reform of political and social institutions. But the approach carries with it a certain amount of methodological baggage. This baggage is often seen by critics of the economic approach as being altogether too heavy, precluding useful analysis or discussion. I have tried to suggest that in two key areas—the areas of methodological individualism and rationality—this baggage is considerably lighter and more defensible than many critics claim. Public choice scholars and others interested in the economistic approach to politics are not tied to the implausible denial of the importance of social entities, and nor are they tied to the empirical claim that all actions are grounded in narrow self interest. It is relatively easy to sketch a caricature of the economic approach and to dismiss that caricature as untenable; but that is in the nature of caricatures rather than in the nature of the economic approach.

However, it is clear that the methodological baggage of the economic approach, even on a more subtle and sympathetic reading, is not empty. If it were there could be no purpose to carrying it. My claim is simply that this baggage can provide some insight into the operation of social systems, that being economical with politics is a worthwhile
activity. But, as with any method, it is likely that social scientists will be lead astray if they adopt a method unreflectively and uncritically.

Notes

1 A bibliographic note at the end of this essay contains references which will enable the interested reader to pursue these and other ideas in more detail.
4 A beginning is made in Brennan and Hamlin (1995b).

Bibliographical note

This note is intended to provide some points of entry to the literature relating to the issues sketched here and to provide references to some of my own work in which these themes are developed or discussed in more detail. The literature on social choice theory tends to be technical in nature. Arrow (1963) initiated much of the literature; Sen (1970) is a classic text in which the technique is largely separated from the discussion; many of the seminal contributions are collected in Rowley (1993) which also includes a useful introductory essay. Public Choice theory is surveyed in Mueller (1989); Buchanan and Tullock (1962) is a locus classicus for the public choice approach to politics. Some relevant work by Jack Wiseman is collected in Wiseman (1989). Sen (1987) provides an introduction to the links between economics and ethics. For alternative interpretations of individualism see Lukes (1973) and O’Neill (1973). On rationalism and rationality see Brown (1988), and Elster (1986).
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Family Behaviour and the Economic Method

George McKenzie

A Challenge

The aim of this book and of this chapter is to enhance the reader’s awareness of the different traditions that characterize social and economic research, the historical basis of these traditions and their impact upon the actual process of research. It is our view that such awareness can be enhanced by reading about how researchers approach their work. Hence the implicit autobiographical nature of the several chapters in this book. However, a deeper understanding of a particular tradition can only be attained through immersion in the discourse of that tradition. That is, an actual involvement in the methodology and practice of other, alternative perhaps competing approaches is required. Such involvement not only enhances an appreciation of what others are up to but also enhances a process of self-reflexivity which can only serve to improve our individual critical insight.

This is the nature of the challenge which this chapter seeks to set explicitly—it asks readers to place themselves within the tradition of rational, deductive reasoning such as Descartes advocated as the basis for human enquiry. In this chapter, as an example, we shall explore the application of the Economic Method to an analysis of the decisions and problems of the family. It has long been my view that it is not possible to be critical of a particular approach to social and economic research or of the practice associated with that tradition without submerging oneself in the discourse of that tradition. This will not be an easy task and, in any case, we can only scratch the surface.

Readers will be asked for the moment to suppress their prejudices. This will be an impossible task. We have all developed our own approach to research and teaching that will have evolved from our individual personal experiences, including our educational experience. The latter, in turn, will have been influenced by ideas generated over the preceding centuries. Thus our prejudices, explicit or implicit, are bound to be deeply rooted. It will not be surprising if the initial reaction of many readers to what follows is one of deep anxiety if not anger. But there is some consolation. For the committed positivists reading this chapter the task will be even more difficult. They will be asked to reflect upon how the other traditions discussed in this volume would seek to understand the specific issues discussed here. But for all readers, the theme that I am seeking to draw out is that are many valid research methodologies and that the one discussed here is only one.
Our focus will be Gary Becker’s analysis of the family (1987, 1991). Becker was awarded the 1992 Nobel Prize in Economics. This distinction was not gained through the discovery of some new technique or research method but rather through the extension of the discourse of deductive economic theory to a wider range of social issues such as discrimination, marriage, divorce and fertility. His approach to these topics is outlined in his Nobel Lecture (1993). This work illustrates the use of the central concept of economic analysis, the doctrine of opportunity cost. Basically, this states that ‘there is no such thing as a free lunch’. In order to achieve a certain want, something must be given up. For example, for an individual with a limited income, purchasing a house might mean foregoing an automobile. Becker argues that this principle is relevant for all of life’s decisions, not just those that are explicitly economic. This can be very frustrating for non-economists engaging in discussion with an economist. By utilizing the concept of opportunity cost, the economist can appear to be an expert on virtually every topic!

Blau (1987) notes that Becker has laid the foundations for what has come to be called the ‘new home economics’. From a purely historical perspective, the words ‘home’ and ‘economics’ are redundant since the word ‘economics’ is derived from the Greek words meaning ‘house’ and ὀμο meaning ‘law’ or ‘rule’. Thus for the Ancient Greeks, economics referred to the practice of household management. It is in this spirit that we shall examine the application of the method of the economist to the analysis of family structure. For those who are not economists, the method will represent a challenge to the entire concept of interdisciplinary research. For everyone, Becker’s work illustrates the difficulty and trauma frequently experienced in the process of research. In his speech accepting the Nobel prize, he admits to breaking publisher’s deadlines and then feeling so exhausted after completion of the work that his research programme was interrupted for two years.

Following in the tradition of Max Weber, economic analysis distinguishes between normative or subjective statements and positive or objective statements. The latter, it is argued, are capable of analysis by rigorous, scientific analysis. Indeed the individuals that make up society are themselves thought to act in a scientific way, rational and capable of undertaking extremely complex decisions. Thus in Becker’s analysis, each individual seeks to rationally maximize his or her level of satisfaction subject to constraints imposed by income, wealth, social practice and institutions. In the traditional model of consumer behaviour, such as studied by first-year students in economics, the individual is assumed to choose her or his consumption of goods subject to a given level of income. However, Becker has sought to ‘pry economists away from narrow assumptions about self-interest’ (1993, p. 385). He seeks to extend this mode of analysis to allow a wider range of behaviour to be incorporated in individual preferences and hence to enable an examination of the determinants of family size, marriage, divorce and the participation of women in the labour force.

In this way of thinking, individuals maximize their satisfaction ‘as they conceive it, whether they be selfish, altruistic, loyal, spiteful or masochistic’. (p. 386, 1993). Such behaviour is taken as given. Rational behaviour admits to any set of preferences. No attempt is made to enquire whether markets and actual decision making processes have an influence upon behaviour. In the spirit of Weber, the subjective may influence objective
and observable behaviour. However, it is a one way street and no attempt is made to examine the influence of markets, institutions or policies upon preferences themselves. This is a theme to which I shall return in the conclusion to this chapter.

To illustrate Becker’s method, I will consider the interrelationship between four topics that figure prominently in his *A Treatise on the Family*: human fertility, the division of labour between genders, marriage and divorce. A complete exposition of his framework would require the extensive use of mathematics, something which is beyond the scope of this paper. Consequently, I will seek to develop the main elements of his approach in a very partial way, illuminated with the aid of diagrams.

**To Have or Not to Have: A Family, That Is**

Let us suppose that the preferences of male and female partners depend only upon the quantity of goods consumed, denoted by $Z$, and the number of children in the family, denoted by $N$. The preferences of the two as a group are represented in Figure 6.1 by a set of indifference curves, of which the curves labelled U1, U2 and U3 are examples. Along any curve such as U1, the couple derives equal satisfaction from the several patterns of goods consumed and family size. That is, the couple is indifferent between the combinations represented by the points I and II in the diagram. This reflects the assumption that in order to obtain more goods for consumption the couple is prepared to have a smaller family. The diagram also reflects two additional assumptions. The couple obtains more satisfaction from consuming more goods and from a larger family. This assumption is not necessary for the analysis which can be complicated by allowing for satiation. However, a second assumption is crucial. The indifference curves cannot cross. If they did, as in Figure 6.2, the couple would be considered to be irrational. That is, they would appear to prefer situation I to II, to be indifferent between II and III and by implication indifferent between I and III. However, this is not possible since they prefer IV to III and are indifferent between I and IV. In other words, indifference curves that cross are logically inconsistent. This is the positivist economist’s concept of irrationality. One cannot both prefer and be indifferent between two situations. A fuller understanding of these concepts can be obtained by reference to a good economics textbook, such as that written by Begg, Dornbusch and Fischer (1993).

In Figure 6.3, the curve AB represents the constraints faced by the couple. Available choice may be constrained by many factors but especially household income and the cost of rearing children. Thus at one extreme, if the couple decide to have no children, they could consume OA. However, if children are to be reared, the couple are able to devote less of their time to income generating work. At the other extreme, all family resources could be devoted to rearing OB children with no consumption at all, not a feasible outcome. Neither extreme is optimal for the
couple under consideration. Instead, they rationally choose to consume OC goods and to maintain a family of size OD. This yields the highest feasible level of satisfaction at V. A decision to operate at VI or VII would yield a lower level of satisfaction U1. Any pattern of family size and consumption along the indifference curve U3 is not feasible.
If the costs of rearing children were higher, then the couple would choose a smaller family size as shown in Figures 6.4a and 6.4b. If family size and consumption were viewed by the couple as being complementary, they would also choose to consume less (Figure 6.4a). However, if they were substitutes (Figure 6.4b), consumption would actually increase. This mode of analysis can be extended in a number of directions. For example, if employment opportunities exist for children, a larger family size will generate greater levels of satisfaction since it would also be a source of income.

At this point it is worthwhile taking a brief, methodological digression. Becker’s theory as outlined so far places great emphasis on measurability. Income is earned, goods are consumed, children are produced. In addition, we have also spoken of individual satisfaction as if it were a measurable quantity. In fact, this is a fiction designed to simplify the exposition. However, this fiction is a holdover from an important debate in the discourse of economics. In the nineteenth century, the Utilitarians explicitly spoke of individual satisfaction as measurable in objective units of utility. However, as shown by Paul Samuelson and John Hicks, like Becker Nobel Prize winners, this assumption was unnecessary. All that was required was for individuals to be able to rank all feasible opportunities. Measurement was not required for rational decision making.

**The Sexual Division of Labour**

The previous discussion has implicitly assumed that the male and female partners have identical characteristics. However, this assumption is dropped when Becker turns his attention to the analysis of labour force participation by women and decisions concerning marriage and divorce. Although he takes care to give recognition to the role of cultural
factors in these activities, he places a very strong emphasis on the biological differences between men and women. Two issues are involved: 1) the economies of scale emanating from the division of labour and 2) the preferences of women towards income generating employment versus child rearing.

The concept of the division of labour is one the most important in economics and was highlighted by Adam Smith in his *Wealth of Nations* (1776). He illustrated the idea with his classic example of the production of a pin. He argued that it was less efficient for an individual to undertake all the tasks involved. Rather, one individual could produce the shaft, another would sharpen the head and yet another would create the top. By specializing in this way, the group of workers would be able to produce more pins than if each tried to carry out the entire job. Economies of scale would arise in the sense that if each individual doubled their time on a particular task, their output would more than double.
By specializing in a particular task, each individual worker is able to exploit gains in efficiency from the scale of activity undertaken. Today the division of labour also provides the foundation for modern industrial production, for example, the assembly line of automobile production. Gary Becker proposes that it can also be used as a basis for understanding family life, which he views as analogous to a factory. He argues that substantial division of labour is to be expected in families because of ‘increasing returns from investments in specific human capital, such as skills that are especially useful in child rearing or in market activities’ (1987, p. 283). This comparative advantage is illustrated in Figure 6.5. Here I assume that both men and women are equally efficient in carrying out market-oriented activities. That is, if neither spent any time in child-rearing, they would each be able to produce OA. However, the woman has a comparative advantage in child-rearing. For each hour less that is worked, she is able to increase her child-rearing activities by a greater amount than her male partner. Becker supports this analysis in the following manner:

A man completes his biological contribution to the production of children when his sperm fertilises a woman’s egg, after which she controls the reproductive process: she biologically houses and feeds the fetus, delivers the baby, and often feeds the infant with her own milk…. Women not only have a heavy biological commitment to the production and feeding of children, but they also are biologically committed to the care of children in other, more subtle ways. Moreover, women have been willing to spend much time and energy caring for their children because they want
their heavy biological investment in production to be worthwhile. In addition, a mother can more readily feed and watch her older children while she produces additional children than while she engages in most other activities.

In other words, because of the basic biological difference between men and women, the argument is that the opportunity cost of child-rearing to women is less than it is for men. That is, if a woman spends more of her time in child rearing activities, she will be foregoing less income than a man who undertook these tasks instead. This case does not, however, establish a *prima facie* case that women should remain at home to look after the children. On the basis of biological difference, Becker is simply concluding that women have a comparative advantage in child rearing. What women actually choose to do depends upon their preferences, as will be argued in the next section.

**The Working Woman**

Becker utilizes the analysis of the preceding two sections to explain the simultaneous decline in fertility rates and the increase in labour force participation by women. First, it is necessary to note that the assumptions of Figure 6.5 will not hold exactly in Becker’s analysis. Because women have a biological comparative advantage in child rearing, they will not have time to undertake the training for market related employment. Hence their income from such activities will be less than for men (Figure 6.6). However, increased potential earnings and educational opportunities for women have, over the past century, increased the opportunity costs of having a family and will have shifted the constraint
more closely to OD as depicted in Figure 6.5. In addition, the costs of child-rearing in terms of education and health care have also increased over the past century.

Changes in wages and costs are only part of the picture. They alter the opportunities available to women. The actual outcome will also depend upon the preferences of women towards remunerative employment, on the one hand, and child-rearing on the other. In its simplest form, the economist’s model of the supply of labour to any market assumes that the goal of work is not the work itself but the income to purchase goods from which satisfaction is obtained. However, behavioural theorists will argue that individuals obtain satisfaction from the job itself. Work may involve companionship, the pleasure from working as part of a successful group or enjoyment of the power involved in controlling other people (e.g. Lane (1991)). Thus if a woman’s preferences are as shown in Figure 6.7a, she would decide to forego child-rearing entirely in order to enjoy the benefits accruing from remunerative employment. On the other hand, if her preferences are as shown in Figure 6.7b, the higher income from employment will enable her to reduce time spent on the job and to devote more of her time towards child-rearing. As a former teacher of mine once said: ‘the answer to all questions in economics is: it all depends’.

Figure 6.7a
In order to avoid the use of mathematical analysis, I have simplified the analysis considerably. The method of exposition is designed to be pedagogic. In reality, of course, the choice for men and women is not simply between work and child-rearing. There is also the choice of leisure time. To extend the analysis in this direction would require a three dimensional diagram. Hence a verbal presentation will have to suffice. The ultimate constraint on all of us is time. There are only twenty-four hours in each day. Hence, if a woman is to pursue a career and raise a family, it is because she values these activities more highly than her leisure time. However, if the preferences of the couple are
complementary, the term which Becker uses to describe love, then the male partner will desire to forgo some of his leisure time and devote it to child-rearing in order that his partner may enjoy more leisure.

**Marriage and Divorce, Economics Style**

Becker extends the concepts of opportunity cost to an analysis of marriage and divorce. Here the idea of Pareto efficiency plays a crucial role. Consider the following example. A Pareto efficient situation is said to be one in which it is impossible to reallocate production and consumption so as to make any one individual better off without making others worse off. Similarly, a Pareto inefficient situation is one where at least one individual can be made better off without anyone else becoming worse off. For Becker, this way of thinking explains the institution of marriage:

> Marriage can be said to take place in a ‘market’ that ‘assigns’ men and women to each other or to remain single until better opportunities come along. An optimal assignment in an efficient market with utility-maximizing participants has the property that persons not assigned to each other could not be made better off by marrying each other. (1987, p. 284)

Important to this ‘calculation’ will be the extent of dowries, bride prices, leisure and the exercise of power that one or both parties may enjoy from the marriage.

The analysis of divorce follows on: a rational person will want a divorce if the satisfaction expected from remaining married is less than that which follows a divorce, especially if this involves a new liaison. The link between this situation and Pareto efficiency is as follows. If men and women were always Pareto efficient, then there would be no incentive for divorce. However, as Becker argues, new information becomes available. Chosen partners may turn out to be less desirable than anticipated, or an alternative partner is identified who appears to be more desirable. For Becker, this possibility explains the basis of the marriage contract. Since women tend to specialise in child care, for the reasons explained previously, they become economically vulnerable to separation and divorce. Hence a divorce will usually involve legally enforceable compensation to the woman.

Becker emphasizes that new information about a mate or a prospective mate is not the only cause of divorce. He argues:

> The rise in labour force participation of married women also lowered the gain from remaining married because the sexual division of labour was reduced, and women became more independent financially. (1987, p. 284)

Becker suggests that the liberalization of divorce laws has not had any permanent impact on the rate of divorce. Rather, he suggests that the decision to remain married or not depends upon whether family income is greater in a state of marriage than in a state of divorce:
Assume that the husband appears to gain from divorce, but the apparent loss to the wife is greater. If divorce were unilateral, he might be tempted to seek a divorce even when she would be greatly harmed. However, she could change his mind by offering a bribe that would make them both better off by staying married.

This passage illustrates another important concept of economic analysis, the \textit{compensation principle}. It states that for efficiency to be improved by some action, gainers should be able to compensate the losers. This is simply another way of restating the concept of Pareto efficiency.

\textbf{Reflections}

My own research has built heavily upon many of the same foundation stones that Becker has utilized in his research on the family. This will be apparent, for example, from \textit{Measuring Economic Welfare}. There I made most of the same assumptions made by Becker: rationality on the part of individuals, measurability, the representative person, certainty. The tools of mathematics that were utilized were identical. In the concluding chapter of my book I sought to identify limits as to the nature of the understandings that I thought that I had achieved. It seems reasonable that these same thoughts should be directed at Becker’s work as well. Before doing that, however, it is important to note a significant difference between the two volumes. Becker is trying to extend the methodology of the economist to a wider range of social issues. He is advocating a particular approach towards interdisciplinary research. In my work, I was trying to undermine some of the dogma involved in a particular discourse about how to identify changes in individual and social well-being. This involved two objectives. The first was technical and involved pointing out that there were logical errors involved in traditional cost/benefit measurements of gains and losses. That is, conventional measurement techniques might show a gain in satisfaction whereas in fact there had been a loss. Rather than simply criticize the perceived status quo, I proposed an alternative method which was not radical but based upon the same methodological foundations as the flawed analysis. My second aim was to provide an antidote to those who would seek to construct measures of individual and social well-being that are ‘objective’. Such measures may mask changes in the distribution of income that might be undesirable even if there were gains in efficiency.

But there are limits to all this. In order to understand these limits it is worthwhile saying a few words about the continuing debate over whether or not it is possible to construct a social science along the same lines as the physical sciences. There are many elements to this debate but I propose to concentrate on only one which I believe has been relatively neglected. Physical scientists, in very many cases, can undertake experiments. They can create situations in which certain variables are held constant and the relationship between those variables of interest is then studied. Undertaking experiments in a vacuum is a case in point. The molecules and atoms which form air are eliminated and hence have no influence upon the results.

In contrast, social scientists are generally not in a position to undertake such controlled experiments on individuals or groups of individuals. There are two reasons for this. First,
the values of Western society suggest that the undertaking of such experiments is undesirable. It would impinge upon individual liberties. Second, once people knew that they were part of an experiment they might change their behaviour and hence bias the results. Indeed, it would be impossible to forecast the direction of any bias. In one experiment, individuals might seek to reinforce the preconceived notions of the investigators, whereas in another experiment, they might seek to undermine the investigators.

For these reasons, economists and many other social scientists resort to intellectual experiments. Using mathematics, geometry or verbal logic, the economist creates a structure in which all variables are assumed to remain constant except those which are of interest. These are the famous ceteris paribus assumptions. Very many of these experiments are clearly identified for what they are. They are not designed to be approximations in any way to the real world. Their aim is simply to enhance the understanding of the investigator. The investigator then passes on his insights, as Becker has done, in the form of articles and books. These are valid exercises in the sense that they are designed to raise questions and to enhance awareness and understanding. They are undertaken for their own sake.

Readers are then free to give their interpretation to the work in a variety of ways. I will consider two possible outcomes. First, some readers may disagree with the basic assumptions of the analysis. Modern critics of positivism have attacked the assumption of rationality, the representative person, the nature of certainty and the emphasis on Cartesian measurement. Alternative assumptions would need to be made. For example, psychoanalytic theorists might suggest that marriage arises from the desire to eliminate a lacking or rejection that followed childhood rejection by mother. Lane (1991) argues that markets are cockpits of emotion and that this undermines the economist’s concept of rationality. We have noted above, Becker’s view that the marriage contract protects the vulnerable woman from the costs of divorce. However, many women (cf. Viner (1994)) believe that marriage is institutionalized rape. Becker explicitly assumes away the possibility of rape (1991, p. 313). These thoughts suggest that research into family behaviour needs to extend beyond the discourse of the economic method.

If theories are simply intellectual experiments, then it does not matter whether its assumptions are unrealistic or not. Problems arise, however, when researchers seek to misuse theory. Even though the analysis is conceived as an intellectual experiment, this has not prevented investigators from attempting to see how well the theories approximate reality. In a sense, they see the theories as analogues to Newton’s Law. But inevitably none of these theories will stand the test of time because they have not been constructed to reflect reality in its totality. They are what they are: intellectual experiments undertaken by complex but limited human minds. The construction of theories and their use in seeking to understand the world in which we live is, in my opinion an uncertain, conditional, open-ended activity. The methodology of the positivist or any research tradition provides a language whereby individuals with similar approaches to research can communicate with each other. A very great danger, of course, is that the methodology and its language become the end, rather than a means for understanding.
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The word *discipline* implies order and control. Thus those individuals who form themselves into the traditional or classical research communities such as economics, politics, sociology, psychology or statistics are implicitly seeking the order and control that will enable them to pursue their particular conception of systematic research. But for such disciplines to exist there must be a consensus which forms a common basis in the search for knowledge. The chapters in this second part address the question of ‘what enables a particular community to call itself a discipline?’ The question is dealt with in an oblique manner, not directly but indirectly. The first three chapters seek to identify the unifying elements underlying new and emerging disciplines: information systems, nursing and social work studies. However, each of the authors focuses on different attributes of their particular discipline. Avison views Information Systems as interdisciplinary and multi-faceted, drawing on ‘computer science, sociology, semiology, economics, mathematics, management, applied psychology, linguistics, politics, ethics, ergonomics and cultural studies’. Is it possible to define a discipline which encompasses virtually all the disciplines comprising social sciences? Or are historical labels irrelevant? Is a discipline defined by its community according to the functions that they seek to perform?

In seeking to define nursing as a discipline, Payne focuses not on its overlap with other, established disciplines but on research methods. She identifies three phases in the development of nursing research, the first based on natural science, the second involving the use of social science paradigms and the third reflecting contemporary controversies over the processes characterizing knowledge creation. She discusses the application of grounded theory, ethnography, phenomenology, feminist strategies and action research to the field of nursing. She also notes that in an attempt to reconcile the differences between qualitative and quantitative methodologies, some researchers have suggested the use of triangulation, the application of multiple methods with the niew that no single method is adequate. Like Avison, she is suggesting that the process of research is open-ended.

Joan Orme takes a somewhat different tack in identifying the central theme of social work research as practice, that is, the need to inform the practitioner. This is in contrast to the approach of the more traditional disciplines which adopt Weber’s position in arguing that the research process must be objective and independent of those being researched. In this sense, some would argue that practitioners are a link between the research and the researched and hence capable of introducing bias. Hence, they conclude that practitioners should also be independent of the research process. Orme discusses these tensions and suggests that feminist writing on epistemology and methodology...
provides a clarification of the above dichotomy and of knowledge creation not only in social work but in all research practice.

Philosophers of science such as Thomas Kuhn note that science disciplines are less orderly and systematic than they claim to be. In the fourth chapter of this section, David Hand provides concrete examples of this by focusing on the use of statistical methods in the social sciences. This involves two steps. The first involves the specification of the question in the language of the particular discipline. The second involves ensuring that the statistical method used actually addresses the same question. His general conclusion is that before we can make progress in understanding our social and economic environment, we must focus our attention on carefully specifying the question being researched.
The Search for the 'Discipline' of Information Systems

David E. Avison

Background

This chapter is about some of the issues relating to establishing an academic discipline. It discusses this in the context of information systems, but many of the concerns are found in other subjects which are trying to establish themselves. Indeed there were similar growing pains relating to disciplines which are now well established in universities. In the Faculty of Social Sciences at Southampton, there are groups such as social work and accounting which are also not well established in many universities, as well as politics and economics which are well established. However, some of the concerns expressed here are also relevant to established disciplines. For example, there are debates in English and anthropology departments about the nature of their disciplines. Perhaps such debates are a healthy part of any lively discipline and an indication that the discipline is relevant and will remain relevant.

Some may argue that these concerns are merely ‘academic’. However, the concerns discussed in this chapter are important in practice. The outcome of such debates will influence what we teach and research under the umbrella of the discipline. They will also influence how we research, that is, what research methods we might use. In some disciplines there are well-established research methods. Here, few question the research method used, and question only whether it was used according to the tenets of the discipline. However, some university groups might establish a reputation through their use of a particular approach which goes against the trend. In other disciplines, of which information systems is one, there seems to be a very wide range of topics taught in universities, in areas researched and in research methods used.

There are other reasons why this topic is important. Many are ‘political’ and ‘financial’. For example, on the financial side, it is essential for those working in the discipline that the subject achieves recognition in order to gain funding from universities and funding bodies, such as the research councils. It is also important to have good representation in the political decision-making process. A young discipline may not be represented in research assessment exercises. This will have a direct financial implication.

As a ‘founding professor’ in information systems (IS) at the University of Southampton, I decided to introduce the discipline of information systems to the university in my inaugural
lecture ‘What is IS?’ (Avison, 1995). As a new discipline, few people in the university had knowledge of what the subject was about, what impact it had made and could make, what was researched and how it was researched. Indeed, there was the widespread view that IS was Information Technology (IT) under a different name, and much of the talk was about the comparison of IS with IT as a subject (the latter expressed in popular books called ‘What is IT?’).

This chapter concerns itself most with the inter-disciplinary nature of information systems. There are many source disciplines which are relevant. However, this does not invalidate it as a discipline and many of the social sciences are similar in this respect. Further, well-established disciplines such as medicine are also inter-disciplinary. We look at research methods that are relevant to information systems. Again, their plurality is evident. We then consider one area of information systems teaching and research, that of information systems development. By showing how many different approaches to information systems development might be used, we return to our theme. Because of the nature of this text, the differences in research methods used in information systems are highlighted.

No attempt is made to suggest that those within the academic discipline should ‘get their act together’ and agree a very limited set of research methods and teaching topics. Such an exercise would restrict the potential of this young discipline as well as being divisive in the community. However, there is a discussion of the potential difficulties that this richness imposes.

The Domain of Information Systems

In recent years there has been much debate about the actual state and possible future of information systems as an academic discipline (Banville and Landry, 1989). While there is, as yet, no consensus as to what should be included or excluded from the field, it is generally accepted that information systems is an essentially pluralistic field, founded on knowledge from many other well-established source disciplines. This is true of many of the social sciences. The insights from the source disciplines have proved of relevance to researchers, teachers and practitioners alike.

The multi-faceted nature of the field is seen if we consider a definition of the central object of the discipline. Buckingham et al. (1987) define an information system as follows:

A system which assembles, stores, processes and delivers information relevant to an organization (or to society) in such a way that the information is accessible and useful to those who wish to use it, including managers, staff, clients and citizens.

An information system is a human activity (social) system which may or may not involve computer systems. (p. 18)

Thus, information systems is not simply about information technology. Indeed, it may not involve computers at all. The definition would seem to encompass a wide range of areas, for example, information theory (information), semiology (delivers information), organization theory and sociology (organization and society) and computer science and
engineering (computer systems). However, information systems is not sociology, computer science, management or other related disciplines because it is a particular combination of these that is its essence. At present, there are relatively few university departments of information systems, academics teaching and researching information systems are to be found in management, computer science, psychology departments and elsewhere, and in faculties of business, science, engineering and social science.

**Information Systems Research**

We see a very broad area for topics of information systems research. Keen (1987), in an overview of research in information systems, critically examines particular areas of research. He argues that the mission of information systems research is to study 'the effective design, delivery, use and impact of information technologies in organizations and society'. He points out that there has been a high proportion of hard information systems research (that is, relating to the technology, for example, design methodologies, computers, implementation, productivity tools, office technology and telecommunications); research looking for particular gains for businesses in an economically competitive environment (for example, economic and competitive implications of computing); and also research looking for 'solutions' to perennial problems (for example, productivity tools, database management, personal computing and expert systems).

It is claimed (Galliers and Land, 1987; Orlikowski and Baroudi, 1991) that the positivist research approach, which has its roots in the natural sciences, is the most commonly adopted because of a technological view of information systems. For example, Orlikowski and Baroudi (1991) found that 97 per cent of the information systems literature they examined fell under positivist epistemology. These studies assume an objective reality, reducing information systems phenomena to their simplest elements whilst looking for causality and fundamental laws. These are seen as forming the basis for generalizable knowledge, often represented in mathematical models that can predict patterns of behaviour, independent of time and context (Foster and Flynn, 1984).

In recent years however social and organizational issues concerning information systems have been increasingly recognized. The work of IFIP Working Group 8.2 in particular reflects this (see, for example, Avison et al., 1993). This view is reflected in the use of non-positivist research approaches to the study of information systems. There are various strands among the non-positivist studies, depending on their views of the nature of information systems and the approach to inquiry. For example, interpretive approaches aim to understand how members of a social group, through their participation in social processes, enact their particular realities and endow them with meaning (Walsham, 1993). Interpretive studies therefore view information systems as social constructions, focusing on a shared interpretation around information systems and how meanings arise and are sustained (Boland and Day, 1989). Within the interpretive studies, the role of theory in research also varies. For example, studies using a ‘grounded theory’ approach seek to develop new theory to explain information systems phenomena from the researchers' own interpretations (Orlikowski, 1993). In these studies, theories are seen as
emerging from the data. Other studies illustrate the potential of a theory to explain an information systems phenomenon (Orlikowski and Robey, 1991; Walsham and Han, 1993; Jones and Nandhakumar, 1993). Another non-positivist approach to information systems research is critical epistemology (Klein and Hirschheim, 1993), which takes account of structural contradiction within the social system.

There is also a range of research methods which are generally associated with the positivist and non-positivist approaches to IS research. For example, much of the information systems research within the positivist traditions are primarily surveys investigating phenomena within a single slice of time. This method is normally associated with a scientific discipline and quantitative data. Interpretive studies on the other hand tend to employ longitudinal field studies, seeking to obtain in-depth understanding on information systems phenomena. Most widely used of these techniques in information systems research are interviews which are generally associated with qualitative data. Many other techniques are used in conjunction with interviews in the field such as observation (Orlikowski, 1992) and participant observation (Jones and Nandhakumar, 1993). Interpretive studies tend to present detailed case studies from the field data to describe a version of events from which alternative interpretations can be made. Many of these techniques are commonly used in other disciplines such as sociology and anthropology. For example, participant observation has its root in ethnographic research studies, where the researcher would live in tribal villages attempting to understand cultures (Easterby-Smith et al., 1991).

Other field methods used in IS research are action research (Avison and Wood-Harper, 1991). In this method, the researcher seeks deliberately to intervene in the situation, often by employing specific techniques, in order to achieve a particular outcome. Action research is most frequently adopted in organizational development (Easterby-Smith et al., 1991).

The strength of the positivist research approach lies in its ability to provide a wide coverage of various situations and to be fast and economical, as well as in its rigour and replicability in the conduct of scientific research. Orlikowski and Baroudi (1991) claim that the existing dominance of positivism in information systems research provides a partial view and has implications on the understanding of information systems phenomena, theory building and thus for the practice of information systems work. The strengths and weaknesses of the non-positivist approach are fairly complementary. Thus the main strength of interpretive approach is its ability to look at change processes over time, to understand actor’s meanings, to adjust to new issues and theories as they emerge, and to contribute to the evolution of new theories (Easterby-Smith et al., 1991).

In researching information systems development, surveys, case studies, and action research are particularly well used, but there are advocates of all the following approaches (Van Horn (1973), Dickson et al. (1977) Ein-Dor and Segev (1981), Galliers (1985 and 1991) and Benbasat et al. (1987)):

• Conceptual study,
• Mathematical modelling,
• Laboratory experiment,
I will attempt to give the briefest of overviews of these research methods. Conceptual study is frequently referred to as armchair research. No actual on-site experimentation is carried out. It may precede other research. In mathematical modelling the degree of control is absolute: all variables are known, no human subjects are required and no context exists to affect the results. Objectivity is high. Phenomenology is concerned with meanings that give sense and significance to our experience and attempts to find out what things are. The context is important (as it might be in any study of social action). Hermeneutics refutes the idea of an objective world alone, ‘reality’ is flavoured by our subjective perception. In laboratory experiments, one of the independent variables is manipulated by the researcher. Compared to action research, more control can be exercised by the researcher.

Action research is often confused with case study research, but whereas case study research examines phenomena in its natural setting with the researcher as independent outsider, in action research the researcher is participant. Grounded research might proceed through a series of interviews or observations to hypothesis formation. No hypothesis is assumed before the interviews in this case, thus attempting to avoid prejudging the issues—it generates rather than tests theory. This is discussed in Chapter 13. In participant observation (see Chapter 15), a research approach frequently associated with ethnography, although there is active involvement by the observer, that person does not seek to influence the situation more than would be expected from other participants. Action research (see Chapter 14) is notable for the deliberate intervention of the researcher. Field experiments include field studies, field tests, adaptive experiment and group feedback analysis and demonstrate mixes of subjective and objective elements with a moderate degree of control. Survey, or opinion research, concerns the gathering of data from human subjects on attitudes, opinions and beliefs as well as responses which are more ‘objective’.

I wish to make some observations about research methods in the context of information systems. First, I have purposely ‘mixed up’ the list. They are often described as being listed in a sequence that represents some continuum, say, from quantitative to qualitative; positivist to anti-positivist (Burrell and Morgan, 1979). Three observations are relevant here. The first is that there might be other series of continua (for example, degree of involvement) and also that the research methods do not sit easily in their positions on the continuum (some aspects might be ‘positivist’ and other aspects ‘qualitative’—survey research provides an example). Second, in any research project, several research methods
can be used (and not only the same mix). As we shall see in Chapter 14, the research in information systems discussed is described as action research, and indeed the cycle of theory, action, reflection and theory modification is a cycle of action research. But this whole research included ‘conceptual research’ carried out when considering the various research in the literature, ‘case study’ research when looking at the application of the alternative methodologies in context, and so on. Third, much research in information systems does not fit easily into a research category. The neat categories are the realm of texts and courses in research methods. To give one example, some research does not fit in easily to either case study or action research: the role of the researcher may have aspects in the project of ‘observer’ and ‘decision maker’.

**Information Systems Development**

In order to illustrate the multi-disciplinary nature of information systems further, we look at one aspect of information systems research, teaching and practice: that of information systems development.

There is a wide variety of approaches to information systems development. Longworth (1985) identifies over 300 information systems development methodologies. Wood-Harper and Fitzgerald (1982) discuss two basic differences of approaches as lying either within a systems paradigm or scientific paradigm, illustrated by soft systems method (Checkland, 1981) and structured analysis and design (DeMarco, 1979) respectively.

Avison and Fitzgerald (1995) widen the basis for comparison and suggest that information systems development methodologies can be compared on the basis of philosophy, model, techniques, tools, scope, outputs, practice and product, and they classify approaches within a number of broad themes including:

- Systems,
- Strategic,
- Participative,
- Prototyping,
- Structured,
- Data,
- Object-oriented.

General systems theory attempts to understand the nature of systems which are large and complex. Organizations are open systems, and the relationship between the organization and its environment is important. Systems approaches attempt to capture this ‘holistic’ view, following Aristotle’s dictum that ‘the whole is greater than the sum of the parts’. By simplifying a complex situation, we may be reductionist, and thereby distort our understanding of the overall system.

Strategic approaches stress the pre-planning involved in developing information systems and the need for an overall strategy. This involves top management in the analysis of the objectives of their organization. Planning approaches counteract the possibility of developing information systems in a piecemeal fashion.
In participative approaches, the role of all users is stressed, and the role of the technologist may be subsumed by other stakeholders of the information system. If the users are involved in the analysis, design and implementation of information systems relevant to their own work, particularly if this takes the form of genuine decision-making (as against lip-service consultation at the other extreme), these users are likely to give the new information system their full commitment when it is implemented, and thereby increase the likelihood of its success.

A prototype is an approximation of a type that exhibits the essential features of the final version of that type. By implementing a prototype first, the analyst can show the users’ inputs, intermediary stages, and outputs from the system. These are not diagrammatic approximations, which tend to be looked at as abstract things, or technically-oriented documentation, which may not be understood by the user, but the actual figures on computer paper or on terminal or workstation screens. Data dictionaries, fourth generation systems, CASE tools and workbenches of various kinds can all enable prototyping. These have become more and more powerful over the last few years.

Structured methodologies are based on functional decomposition, that is, the breaking down of a complex problem into manageable units in a disciplined way. The development of structured methodologies in systems analysis and design stemmed from the perceived benefits of software engineering. These approaches tend to stress techniques such as decision trees, decision tables, data flow diagrams, data structure diagrams, and structured English, and tools such as data dictionaries. Most of the techniques enable complex structures to be communicated using functional decomposition as the basic technique. Most of the documentation aids are graphic representations of the subject matter. This is usually much easier to follow than text or computer-oriented documentation.

Whereas structured analysis and design emphasizes processes, data analysis concentrates on understanding and documenting data. It involves the collection, validation and classification of the entities, attributes and relationships that exist in the area investigated. Even if applications change, the data already collected may still be relevant to the new or revised systems and therefore need not be collected and validated again.

Object-oriented information systems development has become the latest ‘silver bullet’. The approach is more natural than data or process based alternatives, (the concepts of objects and attributes, wholes and parts and classes and parts are familiar to children) and also unifies the information systems development process.

In this brief tour around the various approaches to developing information systems, I hope I have at least communicated the potentially diverse nature of the information systems development process. None of these approaches is ‘the answer’. Each of the above themes can be criticized as the basis of an information systems development methodology. For example:

- Systems approaches may not seem relevant to the practitioner who wants a quick answer to particular problems.
- Planning approaches frequently lead to priorities according to the power of managers and not organizational need.
• Participation may lead to inefficient systems designed by good managers, clerks or salespeople, who are poor and unwilling analysts.

• Prototyping often concentrates on the user interface but does not necessarily address the fundamental problems of the situation.

• In breaking down a complex system into manageable units, structured analysis offers a simplistic view and fails to capture all the meaning in the links between modules.

• Data analysis may not solve the underlying problems that the organization may have—it may have captured existing problems in the model.

• The messy world of complex organizations, people problems and the like may not be easily represented as objects.

None of these approaches can be described as different flavours to well accepted approach. They represent radically different approaches to information systems development and ways to perceive the information systems development process. They require different expertise: some emphasize people and stress the need for inter-personal skills; others require engineering skills and stress skills in the use of techniques; and yet others stress organizational issues. They represent different 'philosophies'.

It is true that different information systems development approaches can be blended, as in Multiview (Avison and Wood-Harper, 1990). In Multiview, which is a holistic or systems approach, differences in information systems development approaches are considered as different approaches to a common goal. However, some argue that information systems development approaches cannot be blended in any satisfactory way precisely because they emanate from different philosophies (Mingers, 1992).

If we consider the themes identified above as approaches to information systems development, disciplines relevant would seem to include, for example, computer science (prototyping tools), sociology (participation) and business and management (planning). We may add applied psychology, economics, linguistics, politics, semiology, mathematics, ethics, ergonomics, culture studies and probably others to the list of foundation disciplines. Information systems has a multi-disciplinary nature, and technology and computing are by no means dominant.

Potential Difficulties from this Multi-disciplinary Nature of Information Systems

We have seen that there are a number of source disciplines relevant to information systems. Within these disciplines, different theories and philosophies exist and they may be mutually inconsistent. Consider, for example, systems theory, information theory, the theory of science and scientific method. They represent only some of the foundation theories of the disciplines listed.

All this leads to a perceived lack of coherence in the discipline (see also Avison and Myers (1995). A particular fear is that the knowledge and understanding of work in the source disciplines of researchers working in information systems may be out of date or superficial. They are information systems specialists, not specialists in the source discipline.
It is true that many other disciplines (including medicine, French, management and geography) do not have a simple and single disciplinary status and can further be described as a collection of social practices. However, such disciplines can be seen by other academics as confused and lacking in coherence and academic rigour: information systems is often seen in the same light. In short, the ‘discipline’ of information systems lacks credibility. Indeed, Backhouse, Liebenau and Land (1991) state that ‘Coming as it does out of computer science, management studies, and a variety of social and technical fields, it is hardly surprising that [information systems] does not have any theoretical clarity’. I agree with them that information systems lies in the social sciences and not engineering nor science and the complexity is to be expected. On the other hand, others disagree. For example, a technological emphasis is found in Gray (1992). This can be seen as confusion by many outside the discipline (and some inside it!), and the lack of an agreed and consistent theory is potentially disabling.

The choice of research method should depend on the area of concern. But in practice it also depends on other factors such as what type of research is acceptable to funding bodies, to university departments, and to assessors of various kinds. However, non-quantitative research can be rigorous and this extends to ‘stories’ (see Silverman, 1993). Likewise, the choice of information systems development methodology should depend on its appropriateness for the particular domain, but is more likely to depend on other factors, such as, the dominant paradigm in the organization (which may, in reality, be rule-of-thumb and experience) or the actors’ familiarity with the particular methods.

The emphasis and influence of practice on the ‘discipline’—seen in the curricula and research methods—is also a potential weakness. The reverse impact, that of academics on practice, is less strong. Practitioners do not read (nor contribute) to information systems journals as much as in many other applied disciplines. Academics in other disciplines regard information systems lecturers as able to bring in students who see university as a training ground for the few jobs available. This may be only a temporary phenomenon. Information systems academics are also seen as able to teach fundamentals in data processing and computing (work that they do not necessarily find stimulating), and information systems is often not perceived as an ‘academic’ discipline in its own right.

This has meant that there are few stand-alone university departments in information systems, especially in countries outside of North America. And even in the United States and Canada, less than half of the 1,889 IS faculty are found in standalone information systems departments (DeGross et al., 1992). Most information systems faculty are found in computer science, mathematics, business and management, social science, commerce and other departments. Sometimes, groups of information systems teachers can be seen as ‘islands’ off the main influential ‘mainland’ departments, and in other cases information systems faculty are split between two separate departments. This makes communications between information systems people difficult. Thus information systems faculty as well as research students may find themselves isolated.

The lack of stand-alone university departments in information systems results in departments having a particular bias, such as a technology bias of most information systems academics in computer science departments, or the practitioner bias of those in business schools. This means that the eclectic nature of information systems is not always reflected
in academic information systems communities in any individual department. Worse, neither group seems particularly interested in theory: their concerns are with practical issues. Most respected disciplines are built firmly on the rock of established theory. The potential gains of exploiting the source disciplines are not being made.

However, it is not the purpose of this chapter to suggest that such a discipline should give up our higher ideals for academic respectability, or that they should artificially restrict the scope of the discipline to fit in with an inappropriate monistic view of science (Banville and Landry, 1989). The interdisciplinary nature of the subject provides richness and is a main reason for the interest shown by students on courses and researches. Witness the exciting debates in conferences which are inter-disciplinary! Different research methods are relevant and add to the potential for progress and discovery. The emphasis on practice provides an exciting and relevant environment to try out ideas in their natural setting. Indeed, it is this that shows us that different situations do demand different approaches. In other words, I would argue for the ‘let many flowers bloom’ philosophy. The ‘potential weaknesses’ are also ‘potential strengths’ and we need to address the issue so that their potential as strengths are realized. It may be unrealistic to expect an agreed and consistent theory to emerge, but it is important that more researchers work in areas that may establish the theoretical underpinnings of information systems. The interdisciplinary nature of the subject is no excuse for a lack of rigour.

**Borrowing Concepts and Methods: Advantages and Problems**

Although different intellectual traditions can lead to a patchwork of unrelated theories, practices and beliefs, there is a possibility that it exposes common ground. As Orlikowski and Baroudi (1991) point out, there is much that can be gained if a plurality of research perspectives is effectively employed to investigate information systems phenomena. They argue that any one perspective is always only a partial view, and unnecessarily restrictive. The fact that the theme for the International Conference on Information Systems in 1993 was ‘Valuing Diversity through Information Systems’ would seem to suggest that Orlikowski and Baroudi’s valuing of a plurality of research perspectives is widely shared within the information systems research community.

One of the problems with the use of concepts from another discipline is that they may be used uncritically. Researchers in information systems may be unaware of their historical development within the source discipline, and may gloss over the fact that there may be a range of perspectives that operate concurrently. The social sciences ‘are marked by a plethora of “schools of thought”, each with its own metatheoretic assumptions, research methodologies, and adherents.’ (Orlikowski and Baroudi, 1991; p. 2).

An example of the uncritical use of a concept can be seen with the use of the term ‘culture’ within information systems (Avison and Myers, 1995). Not only is the source discipline (anthropology) from which the concept comes itself usually unacknowledged, but the word is often used in a common-sense way, which might be at odds with the way the term is used in anthropology. As Schein (1984) says, ‘Many definitions simply settle for the notion that culture is a set of shared meanings that make it possible for members of
a group to interpret and act upon their environment’ (p. 3). But as Alexander (1990) points out, there is extraordinary disagreement today over what culture actually is. There is also disagreement about the relationship between culture and social structure (see, for example, Carrithers, 1992). This last point can be seen most clearly if we look at the differences between American cultural anthropology and British social anthropology. As a general rule it can be said that American cultural anthropology privileges the concept of culture (Lewis, 1985; p. 380). The focus is on enculturation, socialization, culture-and-personality, and child-rearing practices (Caulfield, 1972; Lewis, 1985; Watson, 1984). Historically, ‘culture was the important concept that held American anthropology together’ (Yengoyan, 1986; p. 368). By contrast, British social anthropology privileges the concept of society (Lewis, 1985; p. 380). The primary emphasis of social anthropologists is on social relations, and culture is treated as the vehicle or medium for social interaction rather than an end in itself. In this view, social anthropology is more a kind of sociology than it is a branch of general anthropology (Watson, 1984; p. 353). The risk in using a concept such a culture, therefore, is that information systems researchers may use a ‘textbook’ definition of culture, and this usage may end up being a gross simplification.

Observations and Conclusions

It seems unlikely that there will be a merging of minds as to what discipline or set of disciplines is the most relevant to information systems and also as to which research methods are most appropriate. The first division of disagreements (or, perhaps, clashes of dogmas) occurs between those taking a technical and technological view and those taking a social and human view; this division can again be subdivided as much as the deepest functional decomposition diagram and can be as complex as the most complex spider’s web! In fact, such a consensus may be unhelpful as well as unrealistic because information systems is multi-disciplinary and the different contributions enrich the discipline. Different research methods are appropriate to the academic study of information systems.

In this chapter we have also addressed the multidisciplinary status of information systems as a discipline. We have suggested that there are both advantages and disadvantages in trying to use insights from other disciplines to inform the information systems research enterprise, and that the advantages outweigh the disadvantages. The particular combination of relevant source disciplines and research methods define the discipline. Given this increasing recognition within information systems in recent years of the value of a plurality of approaches and relevant source disciplines, however, we do need to ensure that information systems researchers avoid becoming a ‘Jack of all trades but master of none’ and further that some coherence to the discipline can be established.
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Introduction

Research in the social sciences has a relatively short history in comparison to the natural sciences. Their relative ‘immaturity’ in theoretical and methodological terms has been emphasized by their critics. It is proposed that nursing research represents an interesting case example of an emergent academic discipline; one that may have similarities with other essentially professional groups such as education, social work and para-medical therapies. The development of nursing research over a relatively short period reflects in microcosm the more general development of social science research. This paper aims to explore the emergence and development of British nursing research as a separate academic entity. It will emphasize the historical, political and social context in which nursing research is embedded. It will describe a number of tensions in nursing research in its search to identify and legitimate a separate focus, theoretical basis and methodology which have parallels in other social sciences. Nursing research has drawn many of its theoretical foundations and methodological approaches from the natural and social sciences. It is proposed that broadly three phases can be identified; an early use of natural science methods which aimed to establish academic credibility, the subsequent influence of social scientific paradigms, and the current challenges presented to disciplinary integrity by health services research. This has culminated in a claim that there is ‘no such thing’ as nursing research (Stacey, 1994). I will argue that the research agenda and methodologies adopted by nurses are not situated in isolation or even in ‘best practice’ but in what is timely, trendy and funded.

The Context of Nursing Research

Early research which focused on nurses was conducted because of concerns about the role and functioning of the profession within the National Health Service. These early studies were conducted by non-nurses and addressed issues of concern to policy makers rather than practitioners of nursing. The slow development of a nursing generated research agenda has been attributed to medical dominance and gender inequalities (Hardey and Mulhall, 1994). It is important to recognize that nursing education was predominantly biomedical in content, and was largely delivered by, and examined by doctors until the
early 1980s. Thus it is unsurprising that biomedical models of health and quantitative methodology were very influential in early research done by nurses. The Briggs Report (1972) emphasized the importance of nursing research to the development of the profession and was the first official document to suggest that nursing needed its own research base for practice.

During the 1980s, nursing research developed in the context of emerging nursing theories; a greater professionalization of nursing practice with pressure to increase the academic content and status of nurse education; an emergence of an academic nursing ‘elite’, and an increasing orientation to social science. It is difficult to disentangle these elements, although I shall attempt to highlight important issues.

Critical Issues

The practitioner-academic divide in nursing, along with other practice-based disciplines like social work, needs to generate knowledge which is useable or even useful for the majority of practitioners, in comparison with economics, political science or sociology, where the attainment of academic knowledge may be seen as an end in itself. According to Rolfe,

there is a widening gap between nursing theorists and practitioners, such that the findings and recommendations from a great deal of research is never translated into practical nursing interventions. (1994, p. 969)

The debate about what constitutes relevant research to nursing is ongoing. It has been argued that the current model of academic research, which aims to develop knowledge but is largely unconcerned about its implementation in clinical practice, is elitist and does little to contribute to improvements in nursing care. This type of model of research may be appropriate for academic disciplines such as sociology or economics. However, the majority of clinical nurses have little understanding of research and perhaps, even less commitment to, or knowledge of how to implement research findings. There are similar complaints voiced by teachers who claim that educational theories have little relevance in actual classroom teaching.

Moreover, there is a tension within practice-based disciplines about the purpose of research. The clients or patients can be seen as direct ‘consumers’ of research findings. Thus on the one hand there appears to be an imperative to make all research applied and applicable to clinical contexts but such research may not be conducive to theoretical development. A more cynical view is that research in academic institutions is concerned with income generation and personal advancement. The location of nursing research units within universities or institutions of higher education potentially removes researchers from clinical contexts and daily involvement with patients or clients, which means that their efforts are often seen to be removed from the reality of hands-on-care.

Mulhall (1995) has argued that the exposure of many nurses to research has been as data collectors on projects led by other disciplines, usually doctors. This lowly status has served to alienate them from the research process and made them cynical of research
findings. It has also failed to equip them with the necessary skills to generate research proposals and manage projects. It appears that nurses are often employed as ‘manual’ labourers on other people’s research endeavours.

The Role of Theory

Specific nursing theories have largely originated from North American nurse academics. These theories have attempted to characterize definitions of nursing activity and human interactions. It is debatable whether theories which relate to such a culturally specific phenomena as health services, can be applied cross-culturally. There are similar difficulties in other social science disciplines in researching culturally defined practices such as parenting behaviours. The danger is that Western norms are imposed as the ideal. This ethnocentrism has also been found in psychological research in child development. Perhaps the most influential recent nursing theory, also proposed by North Americans, (Benner and Wrebel, 1989) is derived from Lazarus’s cognitive psychological model of stress and coping combined with a phenomenological approach to understanding the ‘lived’ experience of health and illness. These models are largely descriptive rather than explanatory. They are frequently used, with more or less success, to guide the recognition of patient’s problems and as a framework in planning nursing interventions within the nursing process. It is less clear that they have a useful function within nursing research, partly because their vagueness makes it difficult to derive testable hypotheses. A review of 428 nursing studies published between 1986 and 1990 in six leading academic nursing journals, revealed that only 7 per cent used nursing theories (Jaarsma and Dassen, 1993). Although overall, 21 per cent of the studies were guided by theoretical frameworks, these were predominantly derived from the social sciences. It seems safe to conclude that the use of nursing theory to guide research appears minimal.

Professionalization of Nursing

Throughout the last decade, there has been pressure from within nursing to increase its professional status. From a sociological viewpoint, nursing is often regarded as a semi-profession, in that it is an occupation which is predominantly female, with a non-graduate qualifying examination, and much of the work may be defined as manual. Mackay (1989) suggests that there are three patterns which characterize the way nurses perceive their occupation. The majority regard it as a job in which their commitment extends no further than functioning in a safe and appropriate manner whilst at work. A small minority regard nursing as a vocation, in which personal characteristics such as caring, patience, duty, devotion and unquestioning obedience are seen as important. For this group nursing is seen as a lifestyle. Thus nurses are born rather than educated into their role. It is derived from models of nursing provided by religious institutions and military nursing services. Although few nurses currently espouse this view of the occupation, the vocational model is still regarded as an ideal by the general public. A third minority group within nursing has a professional model of the occupation. Interestingly, this group, which includes nurse educationalists and managers, have been successful in reforming the status of basic nurse
education, from an apprentice model of training to diploma at higher education level. This change was to a large extent resisted by the majority of practising nurses. At the same time, other health professional groups such as radiography, physiotherapy and occupational therapy have moved to an all graduate basic qualification to practice. Thus nursing has maintained its place as being the least well educated of the health professions.

However, nursing does have a small academic elite, some of whom have been based in universities for over two decades. By 1992, twenty-nine university nursing studies departments were identified in the Research Assessment Exercise, although the majority had been in existence for less than ten years (Tierney, 1994). One of the major contributions of university nursing departments has been in the generation of good quality scholarship and research. Yet, these departments are often geographically and intellectually distant from the practice of nursing and criticisms are made about the relevance of their work to both clinical nursing (Rolfe, 1994) and nursing education (Millar, 1993). These criticisms may also be made about academic psychology which may have little in common with applied psychology such as the practice of educational or clinical psychology. The model of 'scientist-practitioner' has been proposed for clinical psychologists, in that all members of the groups should be active in research and clinical work, while within nursing the commonly espoused position is that all nursing practice should be research based, but only certain nurses will be active researchers. The latter position is more typical of social work and teaching.

During the 1980s, the basic nursing curriculum moved away from an emphasis on biomedicine to incorporate social sciences. This has influenced clinical nursing by an increasing acknowledgment of the psychological and social needs of patients. Its influence on nursing research has been somewhat more profound and will be the focus of the next section.

**Epistemological Pluralism**

Nursing research appears to have a dilemma in its understanding of the nature of social reality. In the natural sciences the primary objective of research is to test theory to develop a body of knowledge, in an objective, verifiable manner. In this approach conventions adopted include the control of variables within experimental paradigms, the collection of predominantly numerical data (or data that may subsequently be treated numerically), the testing of data by statistical analyses to determine the probability of occurrence of a phenomenon within a given population, and finally the literary convention of using the third person in the research report. These conventions are often regarded as the hallmark of good research, and in some disciplines, such as psychology (until recently) may be taught to students as the only way to do research. The assumption is made that it is possible to obtain objective knowledge which is not influenced by the idiosyncrasies of the observer. This is called naive realism. Such a positivist approach emphasizes the need to develop or discover generalizable laws which enable human activities to be predicted. Widely used nursing research texts such as Polit and Hungler (1983) have emphasized such 'scientific' methods, in particular the use of experiments. An alternative social constructionist approach derived from the social sciences, especially symbolic
interactionism and ethnomethodology, have emphasized a need for research to understand the social world. Proponents of this view argue that rather than subjecting the social world to distortion by experimentation, it should be examined in as natural a state as possible. Thus research using a naturalistic paradigm would not seek to change the object of study but rather observations or other data collected would be regarded as representations of reality. Typically, the researcher would do field studies to enable data to be collected in its social context. Moreover, as researchers are part of the social situation in which they seek to study, their accounts should be reflexive (Porter, 1993). The resulting data may well be non-numerical and the analysis qualitative. The aims of the research may include generation of theory.

Lincoln and Guba (1985) identified five different underlying assumptions in qualitative compared to quantitative research. It may be helpful to rehearse these assumptions here. The nature of reality within the quantitative paradigm is assumed to be single, tangible and fragmentable, while in qualitative research it is believed to be multiple and socially constructed. The role of researcher and researched is clearly defined and independent in quantitative studies rather than interactive. What is more, the researcher is more powerful than the respondent. Quantitative research aims to make generalizations at a population level which are temporally and contextually free, while qualitative researchers emphasize the embeddedness of their results. Quantitative research aims to discover causal mechanisms which are largely conceptualized as linear, while qualitative paradigms emphasize the interactive nature of causality. Finally, the ideal of ‘scientific’ research is that it is value free and that well planned, careful studies will enable the ‘facts’ to be discovered. An alternative proposal is that all research is inherently value bound, both in its design and execution, but that the values of the researcher should be presented to readers so that they may use this information in evaluating the study.

It is commonly stated that qualitative methods have come to dominate nursing research in the last decade (e.g. Rolfe, 1994). Nurses have been introduced to these research methods through such books as Field and Morse (1985). However, analysis of 428 published studies in six leading academic nursing journals between 1986–1990, indicate that only 6 per cent used a qualitative design (Jaarsma and Dassen, 1993), the rest using quantitative designs. This may of course, represent biases in the journal review process and a greater preference by editors for publishing quantitative research. It is interesting that within psychology, similar fears are expressed about the need to maintain a ‘hard’ science approach, and the denigration of alternative approaches. (For a critical discussion of the ‘hardness’ and ‘softness’ of data within a sociological study of social support in pregnancy see Oakley, 1992).

A Specific Qualitative Approach: Grounded Theory

The next section looks in more detail at one qualitative approach which has gained considerable popularity within nursing research, grounded theory analysis. Grounded theory was developed by Glaser and Strauss (1967) as an alternative to the at-that-time popular survey method within sociology and has gained considerable popularity as a method for nursing research. It was first used in a study of dying patients’ awareness of
their status in American hospitals (Glaser and Strauss, 1965). In the 1950s and 1960s, it was not common medical practice to inform patients of their prognosis, or to speak to them directly about dying, thus a questionnaire survey would have been entirely inappropriate. Since it was first described, grounded theory as a method has evolved over time (Strauss and Corbin, 1990). The method aims to generate rather than test theory. Transcripts of tape recorded interviews and conversations, field notes and other written material are used as raw data. The samples are selected on the basis of some defining characteristic rather than being representative of a particular population. Typically, sample sizes are smaller than those needed for statistical studies but it is often impossible to specify the number of participants required at the outset because analysis of the data, and the saturation of categories determines the completion of data collection. The analysis commences shortly after the researcher starts collecting data. It may be helpful to summarize briefly the five main stages of analysis.

1 Development of categories to describe the data: Close examination of the transcripts are used to identify categories which describe the data. These categories closely fit the data and are not imposed by previous theories.

2 Saturation of categories: The initial selection of categories is dependent upon the first interviews analyzed. However, as additional examples of the phenomenon are discovered in subsequent transcripts, the categories become saturated. The discovery of new categories in later analyses may necessitate re-analysis of previously processed transcripts.

3 Definition of categories: As sufficient instances of a particular category are developed, it is possible to define it. The definition is used to place limits and boundaries around a category, enabling it to be compared and contrasted with other categories. After definition, categories are integrated to form a grounded theory. To achieve integration, it is necessary to formulate a storyline around the central phenomenon of the study. This involves relating the central phenomenon or ‘core category’ to other categories. The categories are arranged and re-arranged until they seem to fit the story, and provide an analytical version.

4 Linkage with existing theory: After being immersed in the data for a number of months/years, one begins to recognize differences and emerging patterns. At this stage, the emerging theory may be linked with existing theoretical constructs.

5 Testing of emerging theory: Finally the ‘constant comparative method’ is used to test the emerging theory. This involves an active search of the data to find examples which confirm or refute the new theory. Validating the theory against the data completes its grounding. It may also be necessary at this stage to re-interview participants to present the emerging theory for their confirmation or modification, thus enabling them to influence the final version. It may also be necessary to recruit new participants, especially if the phenomenon under investigation is a process where it may be anticipated that people’s understandings change over time, to check out specific parts of the theory. A deliberate attempt may be made to recruit people who represent extremes on some continuum to challenge the theory.
Typically, grounded theories are mid-range theories. Further development may require more quantitative testing of hypotheses derived from the new theory. The method has been criticized because it is based on an assumption of the existence of categories and that data can be forced into them. It also relies heavily on the unseen and unverifiable cognitive processes of the researcher. Even though researchers are recommended to write analytic memos (Turner, 1981) during the process of analysis, it is often difficult for readers to understand how theoretical linkages are made. The use of a research diary as well as the writing of memos may provide an audit trail. Thus it may be possible to monitor the development of understanding and insight. From my own experience, I regard the writing of grounded theory account as an iterative process which contributes to the refinement of an emerging theory. These accounts should provide rich descriptions of the phenomena which are illustrated with verbatim quotes. Another source of criticism, is how these quotes are selected. It is desirable that material is used which both supports and refutes the emerging theory. It is naive to assume that one can ‘tell it as it is’, as was claimed by Melia (1982) in her account of the learning experiences of student nurses. This is problematic in at least two ways; firstly in what participants choose to tell a researcher may differ from what they tell to others, and secondly, how a researcher selects the final account to present in their written report will be influenced by explicit and implicit biases.

The grounded theory method has become very popular in nursing research, partly because it enables processes to be explored systematically and it does not require large sample sizes. However, less worthy explanations of its popularity include nursing student’s dislike of statistics and the perception that it is easy to do a grounded theory analysis on just a few interviews. This has given rise to a large number of poor quality studies, with inadequate sample sizes to ensure adequate saturation of categories and a failure to develop conceptually an analytical version of the theory. At its worst, grounded theory analysis appears to be used as a type of poorly controlled content analysis. It may be helpful to mention a few examples of grounded theory studies. Hawker (1983) used this approach to investigate the interactions between nurses and patient’s relatives on a number of hospital wards. She used participant observation and interviews to identify how nurses controlled their interactions with relatives. Her observational data indicated the range of strategies they used to avoid contact; for example, the ‘legitimate gait’ involved walking quickly with minimal eye contact to give the impression that one was in a great hurry and thus could not be interrupted by relations. Another study examined how nurses coped with potentially embarrassing situations whilst providing intimate care. In my own research, I have used this method to understand the process of undergoing palliative chemotherapy for breast cancer (Payne, 1990) to explore elderly people’s experience of residential care (Smith and Payne, 1993), and to identify palliative care patients’ and staffs’ perceptions of a ‘good’ death (Payne et al., 1996). These studies have enabled ‘insider’ views of various processes to be articulated.

My own research strategies have been shaped by the tensions I feel at being located in an academic Psychology Department and my nursing imperative to do clinically relevant
research. During my academic education in a traditional psychology degree programme, I was taught only about experimental and quasiexperimential methods which yielded data suitable for statistical analysis. These strategies were promoted as being rigorous, theoretically driven and ‘scientific’; yet, I found them to be of little use in investigating processes such as undergoing chemotherapy in real-world contexts. I confronted these methodological dilemmas in my doctoral research which resulted in both a quantitative and qualitative analysis of the same data set (Payne, 1989). I would not necessarily advocate this strategy as one still has to resolve the dilemmas of how to integrate what may be two divergent representations of a phenomenon (see section on triangulation). However, I have subsequently employed the use of mixed methods and the combining of quantitative and qualitative methods, especially in health services research.

**Triangulation**

This chapter has highlighted the development of two very different approaches in nursing research, such that a clear dichotomy between quantitative and qualitative methodologies is evident. Confusion has arisen from epistemological differences (Taylor, 1993). The use of triangulation has been proposed to reconcile the opposing positions (Corner, 1991; Cowman, 1993). There are four types of triangulation: data, investigator, theory and methodological (Denzin, 1990). This technique involves the use of multiple methods in the investigation of a phenomenon, in the belief that no single method will provide a complete picture. However, it is unclear how basic epistemological differences can be resolved by this technique. If we take the interview as a common data source in nursing and social sciences generally, what is the status of this type of data? Within a positivist perspective, interview accounts represent real ‘facts’ about behaviour or attitudes to a topic. Thus the researcher may be concerned with ensuring that there is standardization in interview format (using structured interviews) and procedure, obtaining supporting evidence of the accounts (e.g. from observations), and typically selecting samples by random techniques. In comparison, within an interactionist perspective, interview data may be regarded as a moral account or narrative in which the interviewee attempts to present themselves to the interviewer. Typically such interviews are unstructured or semi-structured. The analysis aims to understand the discourses used by participants in presenting their account. There is little concern about the verification of actual events. Interviews are themselves problematic, and are markedly different in their structure and social functions from ‘ordinary’ conversations. Thus if triangulation is used to ‘marry’ qualitative and quantitative data sets, it appears to me that there are potential difficulties as it is often unclear what assumptions are made about the status of the data. By fudging these issues, we could get into a sticky mess!

Corner and Wilson-Barnett (1992) report on the use of triangulation in a longitudinal study of the educational experiences of newly qualified nurses working with cancer patients. They used it to resolve disputes between their funding body who required a quantitative design, and their wish to include qualitative assessment to identify the needs for education as perceived by their respondents. The authors concluded that triangulation contributed to a more detailed understanding of the nurses’ needs but at the expense of a
considerably increased work load for the researcher. The technique in its self can not resolve dilemmas in the relative 'weight' to be given to different data sources, especially if they are contradictory.

Where to from Here?

Whatever the theoretical positions or methodologies employed, British nursing research is not in a healthy state. In the most recent Universities’ Funding Council research assessment exercise (in 1992), nursing was rated as the lowest of all the seventy-two subjects reviewed (Tierney, 1994). Although there was considerable variation between departments, none were awarded the maximum ‘5’ rating and only two reached the ‘4’ standard, with seventeen of the twenty-nine departments receiving the lowest rating possible. Within the specialist area of cancer nursing research, Payne (1993) has highlighted some of the important constraints on nursing research; namely, inadequate funding of both postgraduate level research training and postdoctoral research programmes, which results in few people with adequate experience to offer research supervision or initiate and conduct new research projects from a nursing perspective. A survey conducted in Britain in 1992, revealed only ten funded cancer nursing projects, of which eight were being undertaken by post-graduate students registered for PhDs (Corner, 1993). Overall, the majority (85 per cent) of nursing research in Britain is funded by the government and is policy related (Levine et al., 1993). In the past, the Department of Health has been the main supporter of nursing research from earmarked money, especially in the funding of research training studentships, but a recent report (Report of the Taskforce on the Strategy for Research in Nursing, Midwifery and Health Visiting, 1993) indicates that they no longer perceive the need for a separate funding structure for nursing. In the future research funding will be made available via Regional Health Authority Research and Development Committees. They aim to sponsor health services research which is multidisciplinary and specifically addresses issues of relevance to the health and social services. However, the problems of this approach from a nursing perspective are that medical dominance on committees or in the way issues are conceptualized may lead to a disease-orientated model. In addition, a ‘scientific’ medical epistemology regards the Randomized Controlled Trial as the model of all good research. Thus studies with qualitative designs are unlikely to be funded as they fail to satisfy criteria such as generalizability. In collaborative research endeavours, there is a danger that nurses merely participate as data collectors. These changes in funding appear to be signalling the demise of nursing research as a separate entity. Research funded through this route is unlikely to be discipline specific or to address specific nursing concerns. Questions about how the research agenda is determined will be vitally important if nurses are to retain any influence. Moreover, it is unlikely that research funded from these sources will contribute to theoretical developments in nursing.

Is the future for nursing research bleak? Given its poor academic performance in the last University Assessment Exercise, does it matter? Should nursing research input be merely seen as a contributing discipline to a larger endeavour, that of health services research?
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The Case for Research into Practice

Joan Orme

Introduction

This paper is based on the proposition that a research base is necessary for the development and improvement of practice in social work, but that concerns about epistemology and methodology have influenced responses to research by practitioners. It argues that social work can benefit from the contribution that feminist writing has made to the research debate, and that the issues for social work might be pertinent to other areas of study, or disciplines. Therefore, it has to be read as complementary to a number of others in the reader, particularly the papers by David Avison, Jackie Powell and Pat Usher.

That the need for research into practice is particularly relevant to social work is postulated by Powell when she argues that evaluating social work practice leads to more fundamental questions about the nature of social work. As she rightly points out this only becomes significant for those who regard social work as more than a set of skills (or competencies, in current parlance) and perceive the need for a knowledge base for social work practice which is informed by research and reflection. Hence the practitioner moves away from routinization and technical expertise (Schon, 1987). Moreover, Avison’s account of the search for a discipline in Information Systems echoes some of the challenges facing those theorizing and researching in social work.

In his other paper, Avison argues the case for action research, suggesting that the identification of a discrete methodological approach helps to establish the identity of a discipline. Action research does have its limitations. Mies (1983), points out that it may fail to integrate science and knowledge, and asserts that it is necessary to go beyond a particular method. The limitations of particular methodologies leads her to focus on the process of research, the engagement in the activity, and an exploration of how this contributes to the construction of the knowledge. Hence she argues for the integration of praxis and research claiming that ‘the demand to link praxis and research consistently follows an historical, dialectical and materialist theory of knowledge. According to this concept the “truth” of a theory is not dependent upon certain methodological principles and rules, but on its potential to orient the processes of praxis towards progressive emancipation and humanization’ (1983, p. 124). Such an approach has particular relevance to social work where a degree of resistance to the research process has arisen out of the value base of practice.
Powell implies that there are those in the profession of social work who deny the need for a theoretical base for social work. They resist attempts to legitimize social work’s academic role in making a contribution to the theory base of practice and to knowledge formation, either as a discrete activity, or drawing on other disciplines. To develop an integration of knowledge and praxis is fraught for any subject area, raising questions of what constitutes knowledge, the criteria established for the recognition of knowledge and the processes of knowledge formation. However, for social work this is further confounded by a lack of consensus about the role and function of the activity within society, and in some cases what constitutes the activity of social work. There are some (Brewer and Lait, 1980) who have explicitly challenged the need for social work as a practice, thereby negating the need for an academic discipline. Others (Bailey and Brake, 1975; Wilson, 1977) have questioned the basis on which social workers intervene in the lives of individuals, and while not wanting to eliminate the practice of social work, would base it on different understandings of social problems, and therefore offer different responses to dealing with those problems. In the case of Bailey and Brake this was from a Marxist perspective, whilst Wilson was one of the earliest writers to present a feminist critique of social work practice. More recently, government committees have been established to identify what social workers do, to speculate about what they might do, and to consider whether the tasks need to be performed by social workers at all (Barclay, 1982; Griffiths, 1988; Audit Commission, 1989).

However, the purpose of this paper is not to document the current precarious state of social work and its educational base, but to explore the resistance to the creation of a research base, which is integral to the development of an academic discipline and a set of professional practices. The aim is to explore further how the inextricable link between the activity and the research (the practice and the theory), as documented by Powell, can influence the validation of epistemology and methodology. If research practice is alien to the principles of the subject being researched then there will be resistance. Alternatively, the conduct of the research and the application of its results can contribute to, and influence practice. As Goldberg and Fruin comment, the lack of definition of the social work task ‘does not excuse social workers from becoming more explicit about the problems they are trying to tackle, with or on behalf of their clients, the specific goals they set themselves and the expertise and resources required to explain these objectives’ (1976, p. 7).

The need to explain the aims of social work is precisely the stimulus for research, but the resistance to the use of research findings and consequent involvement in the research process has been identified as a particular drawback in social work. In plotting this resistance Everitt et al., argue for ‘research minded practice [which] is concerned with analytical assessment of social need and resources, and the development, implementation and evaluation of strategies to meet that need’ (1992, p. 4). Hence the invocation from Goldberg and Fruin could be answered by the process of practice research, but also for research praxis which incorporates the dialectics of doing and knowing (Mies, 1983). Social work, with its emphasis on intervention and change should be attracted to the
argument that ‘the object of research is not something static and homogeneous but an historical, dynamic and contradictory entity’ (Mies, 1983; p. 125).

The tension between theory, as represented in a research base, and practice is not a recent phenomenon in social work. The conflict which surrounded the introduction of the first social work course in the London School of Economics (for psychiatric social workers) in 1929 was seen to be between ‘instilling of disciplined habits of thought’ and ‘the business of training, or imparting particular skills’ (Brewer and Lait, 1980; p. 37). On the one hand, the academy became the site where “purists” fear the distortion of theory by pragmatists who seek to tailor it to meet the needs of practice’ (Brewer and Lait, 1980; p. 38). On the other, there was a concern that practitioners and their practice, or more particularly their clients, might be used for research purposes but that this might not necessarily enhance practice (Everitt et al., 1992). Hence the debate was about who takes preeminence, the theorist or the practitioner. In exploring the notion of praxis it can be argued that neither need to; the dialectic of doing and knowing can create a partnership between practitioner and researcher.

While the development of theory and praxis relating to the research process did not originate in feminist thinking, it has been feminist discussions of epistemology and methodology which have most fruitfully questioned the process of knowledge construction (Mies, 1983; Stanley and Wise, 1983; Stanley, 1990). The challenge to the established methodologies presented by feminism has been documented by Pat Usher, as are the alternative ways of knowledge formation, or at least the processes of seeking after knowledge. Just as Powell documents her commitment to evaluation as a methodological framework, so I hold firmly to the view that feminist approaches offer the means to move forward for a social work research tradition.

It is not suggested that social work has accepted the arguments of feminism, but that the concerns that are raised for social workers can be met by feminist approaches to research. There are many reasons why social work needs to attend to the position of women in society, not least because women constitute the majority of workers (Nottage, 1991) and clients (Hanmer and Statham, 1988). Moreover, the resonance between social work practice and feminism provides compelling reasons for a synthesis. Both are committed to social and personal change and both seek an understanding of private and public worlds. More significantly, both stress the dialectic relationship between theory and practice, but in doing so accept feelings as facts and value self knowledge (Dominelli & McCleod, 1989). It is because of this that the feminist exploration of praxis can allay some of the resistance of social workers to research.

Resistance

The nature of this resistance has been identified as coming from a number of sources, often contradictory. Hanvey (1990) has suggested that it was the immaturity of social work which has to ‘come of age’ as a profession. The implication being that in doing so it will encompass a research base. This fails to recognize the need for social work to establish its research base before it can reach maturity. The concept of the reflective practitioner, who can reflect on the practice (or action), and reflect on the reflection in action (Schon,
1987) is predicated on the need for research. What is contentious is the nature of the research practice which will facilitate this reflection.

Others suggest that the modernist managerialism of social work accountability (Parton, 1994) involves the collection of statistics and data which do not relate to the quality of practice and alienates the practitioner, making him or her resistant to the activity. This process is challenged in Stanley’s account of the role of researchers in social services departments. Her case study method (1990), indicating the ‘invisibility’ of much of the data, highlights the manner in which official accounts, based on monitoring and statistical information, tell little about the work that is being done. This, she suggests, is because researchers are constrained to connect human relationships to numerical research. In undertaking this exercise they often fail to discover all the information, and as such produce findings of limited value. That the case study was of her own family which meant that she had a great deal of private/personal information further illustrated the limitations of the methodology. Such an approach challenges the orthodox understanding of objectivity. However, it amply demonstrates the feminist claim that the personal is the political, that one person’s experience is as valid a piece of knowledge as the sum total of the experience of many. For social work this claim is echoed in Ungerson’s work on the documented experiences of individuals who are involved in caring roles and relationships of the most intimate nature. Her title Policy is Personal (1987) reflects not only that each individual’s experience is valid, but also that global policy decisions impact on these individuals in different ways.

The inefficiency of positivistic methods is therefore a shared concern of social work and feminism. A further resistance to research from social work practice is that the reductionism of research practices associated with positivism is alienating. Social sciences research is into the sensitive areas of people’s lives. It makes public what is often kept private. This is much more pertinent in social work where the power to pathologize individuals because of perceived patterns of behaviour or problems can have significant effects on the outcomes of intervention, which in turn have implications for justice and liberty. To avoid such inappropriate uses of power and damaging interventionary processes it is necessary to acknowledge both the individual experience and the social circumstances which contribute to that experience. As Goldberg argues ‘putting people into categories and quantifying phenomena, which in the last analysis are subjective experiences, cuts right across the social worker’s belief in the uniqueness of individual experiences and the need to individualize problems in order to help people in their difficulties’ (1972, p. 139).

**Research Practice**

Such concerns can of course be met by any challenge to positivist styles: for Everitt et al., ‘interpretive epistemologies reject the possibility of objective social facts. Rather, social phenomena are given meaning by those who define and make them explicit. Thus different people will have different subjective understandings of social phenomena’ (1992, p. 7). Such a standpoint is consistent with the definition of one of the core values of social work, individualization. The classic explanation, ‘that clients are not regarded as fulfilling
certain types and paradigms but as presenting a particular problem which needs to be considered against its own particular background’ (Plant, 1970; p. 9) would seem to negate a research base for social work practice, if such a base is created from an amalgam of information about individuals, their problems and methods of intervention. While interpretive epistemologies might reflect the concept of individualization, it is feminist research which has drawn attention to the ‘particular problems’ of women and the ‘particular background’ of patriarchy which have provided some of the significant developments in practice in social work. These developments pertain not only to intervention in the lives of women, but have also facilitated analysis of the delivery of social work services to black and ethnic minority people. A more recent development has been the acknowledgment that feminist praxis, that is a specific dialectic between theory and practice, precipitates significant changes in service for men. Hence Carlen’s (1989) work which originally focused on the treatment of women in the criminal justice system now proposes a feminist jurisprudence, capable of bringing about a more humane treatment of all who are dealt with within that system.

A further shared concern about research practice is the power differential which is reflected in the process of knowledge creation (Mies, 1983; Croft and Beresford, 1986). This is particularly pertinent to social work when the knowledge base is extrapolated from the experience of selected individuals. When notions of power and legitimacy are explored in relation to epistemology then the ‘desire to know is a desire for power, but knowledge of itself does not give power. On the contrary it is those who are authorized “to know” and whose “knowledge” is afforded privilege’ (Worrall, 1990; p. 7). Individuals or groups of clients of agencies who become the ‘subjects’ or ‘objects’ of research are not empowered to know. It is the researcher whose position is most validated, even though that position exists only because of the collection of data about the experiences of others. Those who are objects of knowledge are frequently described as the ‘subjects’ of research. Such a definition reflects the worst aspects of positivist practice. The extremes of such practices are summarized by Guba and Lincoln thus:

In order to accomplish rendering the study as confounding or contamination-proof as possible it is thought sometimes appropriate or even necessary to deceive the ‘subject’ (humans who are by that very term dehumanized and objectified, that is, made into objects), to invade privacy without prior knowledge, to place them at physical or psychological risk, or otherwise exploit them for the researcher’s or evaluator’s own private and professional ends. (1989, p. 120)

Such practices, or even those which are less extreme, arise directly out of epistemological claims to be objective and value free, and the assumption that there is an external reality which can be identified and measured, independently of either the measurer or the individuals or groups being measured.

As Pat Usher has noted, feminist researchers make a direct challenge to such assumptions and it is this challenge which has resonance for social work. In acknowledging that the
objects of social science research are also distinguished from those of natural sciences by being subjects in their own right, indeed by producing their own understanding and theories of their independent experiences, but also those which involve researchers and their activities. (Stanley, 1990; p. 9)

This reverses the standard perception of the relationship between the researcher and the persons researched and is consistent with another fundamental principle of social work practice, respect for persons. Such a principle requires that in the methods chosen for the collection of data, the conduct of the research, the interpretation and dissemination of the results the rights of individuals should be respected (Orme and Forbes, 1991).

A further feminist critique of the positivist approach which echoes the concerns of social work is that the process of research separates the knowledge constructed from the origin of that knowledge,

by constructing ‘what is known’ at a conceptual and categorical level, even if reference is made to ‘research findings’, then how these are known are rendered invisible. Their indexical properties denied, their contextually specific meaning glossed in universalist terms. The result is alienated knowledge, a product apparently complete, bearing no apparent trace of the conditions of its production and the social relations that gave rise to this. (Stanley, 1990; p. 11)

For social work and feminism the construction of knowledge through research, and separation of that knowledge from its source, is a way of controlling those who are the very subjects of that knowledge creation (Croft and Beresford, 1986). The production of large data sets of, for example, abortion broken down into sub-categories of nationality, age and marital status have no connection with the personal and, in some cases, traumatic decision to terminate a pregnancy. To reduce such an experience to a statistic which is then used to speculate on the morality of women, and on which to argue future policy is part of the alienation to which Stanley refers.

This form of reductionism has precipitated concerns about the involvement of practitioners in the process of knowledge creation, and has, for social work, contributed to the resistance identified at the beginning of this paper. The concerns relate not only to the conditions in which the research is conducted, but also to the assumption that acquiring the knowledge contributes to the professionalization of social work. Power relations are evident in the professional relationship and ‘professional ways of knowing in our society have served to objectify and control others. Professionals are regarded as knowledgeable: others are objects of this knowledge’ (Everitt et al., 1992; p. 18). Reactions to the striving for professionalism have been associated with the search for a knowledge base and the establishing of an academic discipline of social work. The concern is that a knowledge base, or theory, of social work intervention will dictate the outcomes of intervention, legitimating the performance of some tasks rather than others. Moreover, this legitimation is controlled by the environment in which the research is generated, and by factors such as who funds or commissions it. The role of the researcher and those who disseminate research thus becomes critical in influencing what is actually done under the
name of social work. The validation of knowledge and its role in legitimizing certain kinds of activity also presents specific problems for social work in the academy and this leads to a questioning of the validity of the academic project. Within the current climate, for example, funded research into the criminal justice system is framed by the current ideology of 'just desserts', and the Home Secretary has been known to ignore outcomes which are counter to his own ideology. In such an environment, Carlen’s work is unlikely to get support, or at least financial support, from official sources, and validation.

Feminism and social work therefore become subject to a debate about their place in the academy. For feminism, the validation of a knowledge base which is framed by men, or by women using masculinist techniques for its construction, legitimizes a particular way of seeing the world, which is further reinforced by the practitioner base (be that as teacher or researcher) being predominantly male, framing female experience (Bowles and Klein, 1983). However, one criticism of academic feminism is that the discourse generated by those involved has become too abstract (Segal, 1987). This is part of the conundrum for feminist researchers, and one which they share with social work researchers. To have their findings respected and legitimized they must abide by the rules and norms of the academy, even when the project is to challenge those same rules. In response, Mies claims that the potential of an approach which integrates praxis and research which ‘is not acquired in the sheltered world of academic institutions’ (1989, p. 124) is pertinent for feminists and social workers.

**Dissonance**

The argument that there is congruence between social work research and feminist research goes beyond the simplest definition of feminist research as being ‘on women, by women, for women’. Such a position was a direct challenge to the process of universalizing results, drawn predominantly from studies of males. For Pat Usher, the post-modern challenge from feminism is much more complex. It is not just about who does the research, nor on whom the research is ‘done’, but about that very power balance which is inherent in the notion of research ‘by’ a researcher ‘on’ a subject. It simultaneously transcends discussion about methodologies, but is central to them.

This is important because a limited view of the feminist contribution to research, seeing it merely as a critique of positivist approaches, has led to assumptions that it merely involves a questioning of methodology, and that feminist methodologies equate with qualitative methodologies. However, Pat Usher’s account questions the very dualities which have operated in the debates about methodologies. The important shift here is that feminist researchers do not just challenge the ‘facts’ they ‘theorise the relationship between personal and the political, private and public, between subjective and objective’ (Everitt et al., p. 15), and demonstrate the false dichotomies between these.

It is therefore not enough to argue that feminist research has to eschew the old positivist, quantitative methodologies, replacing them with a new one (Mies, 1983). Identifying a single epistemology is in itself positivistic and deterministic (Halberg, 1989) and argues for a privileged position on the basis that it provides the correct version of how things really are. Halberg argues, in particular, that ‘post modernism challenges, when
taken seriously, undermine the feminist epistemological project, unless the idea of a new cognitively privileged position can be defended’ (1989, p. 4). Her error is in assuming that there is a unifying feminism and a unified project which is merely to uphold women’s experience as a legitimation of a grounding for knowledge, over and above men’s rather than recognizing the difference.

The contribution that feminist research makes can be more radical than this. It involves the acknowledgment of ‘unalienated knowledge’ (Stanley, 1990), achieved by attention to the relationship between ontology and epistemology, the relationship between ways of knowing and ways of being. Access to such knowledge can be achieved by a variety of methodologies, but it is the very process of accessing which makes it a project with which social work researchers can identify. What makes it a feminist task, for Stanley (1990), is the identification of the social construction of women, and the acknowledgment of this construction as oppressive. Here is the challenge for the coupling of social work with feminism because social work itself has provided challenges for feminism, being seen as contributing to a particular construction of women and to their oppression (Brook and Davis, 1985; Wise, 1990).

Praxis

It is the notion of praxis which ensures that this challenge can be responded to positively. Praxis is relevant to social work in that it stems from an understanding that there are many ways of being, and many social conditions which lead to oppression. These have to be addressed both in the process of research, but also in the way that social work is performed.

Hence the counter argument to Halberg’s criticisms is that the feminist project is not merely a perspective nor an epistemology, but an ontology, a way of being in the world. What emerges is a ‘deconstructed and reconstructed feminist standpoint epistemology, one which rejects the “successor science” label and insists on the existence of feminist standpoint, i.e. promoting academic feminist pluralism’ (Stanley, 1990; p. 47).

Such a notion can be open to criticism for being subjective or politically motivated. This may be so, but being open about it may be more honest than falsely claiming neutrality and objectivity. As Guba and Lincoln point out,

the value-free claim of positivism papers over the realization that science, like every human activity, is a political act. Science, by asking only certain questions maintains (or reinforces) the status quo; it asks those questions that have been formulated by its own theories, and never takes account of the emic formulations of its ‘subjects’. We would argue that conventional science is, as a result, a force for disenfranchisement and disempowerment, for maintenance of the status quo (1989, p. 125).

Feminism outside the academic mode has insisted on the crucial need for useful knowledge, theory and research as practice. Social work makes similar demands of those engaged in its pursuit. The essence of praxis is that it is ‘knowledge for’ rather than any
one static concept of knowledge production. The purpose of the knowledge is ‘to change the world, not only to study it’ (Stanley, 1990; p. 15). In undertaking this project the theory/research divide is erased, or rather united into a symbiotic activity in which the need for theory to have a research base is acknowledged. More powerfully, the ‘how’ and the ‘what’ of generating the theory are indissolubly interconnected and the shape and nature of the ‘what’ will be a product of the ‘how’ of its investigation. Hence praxis involves attention to every aspect of the process that undertaking research is based upon, and contributes to the theoretical understanding. For researchers on practice, and these predominate in social work, there is a much more specific connection because such research is to do with affecting change. There is an imperative that the change to be affected is beneficial, or at least not harmful.

Managerialism

There is a further set of concerns for both practitioner and researcher when considering the impact of research, whatever the methodological approach. The validation of knowledge can be used to legitimize certain activities, or alternatively to outlaw practices. The critique of feminist approaches that they are associated with political correctness implies rigidity and censorship. While this is rarely the intention of feminist methodologies, it illustrates how outcome does not necessarily accurately reflect intent. Similarly, the acceptance of research findings relating to professional practice can lead to the research becoming part of a regulatory discourse, whether or not that is the intention of the researcher. Having said that, there is no doubt that some researchers consider it their responsibility to provide the template, or the yard stick, for professional practice. Hence MacDonald (1994), reporting on the results of research into the use of behavioural methods, questions why all managers in the probation service are not requiring staff to use such methods. Such a stance contributes to the resistance of practitioners discussed earlier in this chapter; it also raises questions about the appropriateness of privileging certain findings. If there is an explicit assumption that research findings, however they are generated, should automatically contribute to the regulation or management of professional practice, then the concerns about access to publishing outlets and the constitution of the gatekeeping bodies have to be addressed. Women and black and ethnic minority writers have challenged the control exercised over publishing by white male academics.

More significantly for practitioners who are intervening in the lives of others, the assumption is that there is a linear progression in terms of causal factor, intervention and outcome and that there is absolute certainty about the effects of interventions. So, for example, the development of risk scales in certain areas of social work draw upon the accumulated findings of certain research to attempt to determine who might offend against the law, commit an act of child abuse or be prone to a depressive illness. That such research might draw social workers’ attention to situations is perhaps no bad thing, but if the outcome of such scales is that resources are targeted only on those individuals, or that punitive intervention or surveillance is imposed upon individuals, before they have committed an anti-social act, or an act which puts themselves or others at risk, then the role of research in the process of social control becomes open to question.
The dilemma, therefore, is between the need for practitioners to be aware of, and open to, social sciences research, while remaining alert to the limitations of both the findings and the process. To ensure this, it is necessary for practitioners to receive appropriate level education which prepares them to critically evaluate knowledge which is generated. It also requires that they become involved themselves in the process of research and contributing to the analysis and evaluation of their own practice, and that of their fellow professionals. Moreover, there is a parallel imperative on the part of those undertaking research. It is not enough to assume that the presentation of detail about methodology, findings and analysis allows for the replication of findings which, in themselves validate and legitimize the findings. Just as there is a need for practitioners and educators to be reflective, so too the researcher needs to acknowledge that the conclusions reached are indeed only one perspective, arrived at at a certain moment in time when a certain set of circumstances prevail, and that there is the potential for refutation or development of the findings by others. This dialectical approach is a continuation of the research process, which ensures that the knowledge generated is not assumed to be absolute and alienated, but part of a wider canvas or, in a metaphor used elsewhere in this text, a different way of telling a story.

Conclusion

Plotting the course of feminist research highlights the perils which are inherent in challenging any orthodoxy. Similar perils exist for social work researchers. The unintended and harmful consequences of intervention or analysis, or indeed of the interpretation of research findings which are constructed as ‘alienated’ knowledge, without attention to the process of knowledge construction, can have significant impact on the understanding of the individual within their environment. It can lead to research being undertaken in a vacuum, with the results being challenged, or even worse, ignored. Alternatively, political agendas may lead to some research findings being privileged and incorporated into regulatory discourses.

The contribution that properly conducted research makes to social work is that it can empower those who participate in the research, both workers and service-users. It can make individuals and groups visible and it ensures the evaluation of practice which leads to more effective interventions and outcomes. In order to satisfy the criticisms and overcome resistance the research process must reflect good practice and be congruent with the value base of social work.

This paper has sought to demonstrate that feminist writings on epistemology and methodology, have provided a clarification and rationale for the ways that research practice can be congruent with a value base which respects and validates those who become the subjects of, or more accurately the sources of knowledge creation. It is for these reasons that feminist approaches are relevant, not only to social work but to all research practice.
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Introduction

Mathematical statistics, if viewed as a branch of mathematics, is motivated partly by its own internal structures and aesthetics. Statistical science in general, however, is driven primarily by problems arising in applications. One might in fact define statistics in general as the science of answering questions formulated in other disciplines. New statistical tools are developed to answer new problems arising in the areas to which statistics is applied, as well as to answer old problems more accurately. The ability to give better answers to old problems occurs as restrictive and unrealistic assumptions are relaxed, so enabling more appropriate models to be constructed and fitted to the data. Such models arise as a result of progress in theoretical statistics and advances in computer technology.

The acronym GIGO, standing for ‘Garbage In, Garbage Out’, which is used in computer science, applies equally to statistical science. Normally it is taken to apply to the data to be analyzed: inaccurately measured data, biased samples, or incomplete data necessarily raise questions about the validity of any conclusions. However, the acronym applies equally to research questions themselves: poorly formulated research questions inevitably raise doubts about the validity of the conclusions. The aim of this article is to examine such issues of research question formulation in more detail.

It has often been said that the clear formulation of a question is half the battle of answering it. Ambiguity in a question raises the possibility of different answers, each one applying to a different interpretation of the question. The more precise a question statement, the more confidence one can have in the answer. For statistical questions, however, ambiguity can arise via two routes. The first is the initial scientific formulation of the question; the statement in terms of the underlying scientific language. And the second is via the mapping from the scientific question to the statistical version of it.

To illustrate, consider the question: ‘Are the people in group A more intelligent than those in group B?’ This is really a pre-scientific statement of the question. Before we can answer it we need to define what we mean by ‘intelligent’, a notoriously difficult exercise. One strategy is to construct a measuring instrument, the value of which one believes (preferably monotonically!) with intelligence (for example, the number of correct scores in a mental test), and to adopt this as an operational definition of intelligence. People
who score higher (say) on this instrument are (subject to measurement error and other sources of random variation) taken as more intelligent.

However, things do not stop there. Using the instrument, we can now reformulate our initial question in a ‘scientific’ form as ‘Are the IQ scores of the people in group A larger than those of the people in group B?’. While superficially this is straightforward, problems arise as soon as one tries to answer it. In particular, people have IQ scores, groups do not. Somehow one has to introduce a definition by which the groups may be compared. Obviously, to be meaningful, this has to be based on the comparison between individuals. One might also require the definition to reduce to the between individuals comparison if the groups each have a single member.

One way to approach such a problem is to summarize the scores in each group and then compare the summaries. This is fine, but why should one summary (the mean, say) be adopted rather than another (the median, say)? Any such summary statistic represents a particular mapping of the scientific question to a statistical question. A strong justification is surely needed for adopting one rather than another, especially if different statistical versions lead to different conclusions.

A second way to approach such a problem is to compare individual scores between the groups (for example, to compute all the pairwise differences), and then summarize the comparisons. In many cases the two ways yield identical statistics but, as we shall see below, this is not always the case. This distinction between these two approaches turns out to be of fundamental importance, and yet quite often to be overlooked.

A slightly different class of problems arises with the question: ‘Are the IQ scores of the people in group A more variable than those of the people in group B?’ Presumably ‘variable’ here refers to the magnitudes of the differences between the IQ scores, so that now we need to (a) say what we mean by a difference between IQ scores and (b) how a set of such differences is combined to yield a single measure of variability. The second of these questions clearly poses the same problems as saying whether one group of scores is ‘larger’ than another. The first introduces issues such as whether or not it is meaningful to speak of a ‘difference’ between scores—as well as how to define such a thing (as the simple arithmetic difference a-b, as the ratio a/b, as the difference between square roots, etc). In general, the scientific question reflects the nature of the data: it is arguable, for instance, whether it is meaningful to speak of the numerical size of the difference between two preference scores. It would almost always not be meaningful to speak of the arithmetic mean of numerically coded hair colours (red=1, blond=2, and so on). Scientific (and hence statistical) data are not merely numbers. They are the numbers and the context associated with those numbers: what the numbers mean. What the numbers mean imposes constraints on what numerical manipulations can be performed on them in scientifically meaningful ways.

This chapter illustrates the importance and difficulty of the mapping from the scientific hypothesis to the statistical one via two examples. In the first, in Section 2, we explore two group comparisons, briefly discussed above, in greater detail. In particular, we suppose that a researcher wishes to make an inference about the difference between the means of two populations based on samples from each and examine how this might be done. The second example explores in more depth the distinction, also noted above, between
comparing summaries of observations and summarizing comparisons between observations. In fact this distinction turns out to be ubiquitous, arising in all sorts of unexpected guises, and in Section 3 we look at some of the situations where it occurs.

Two Group Comparisons

To illustrate the care which has to be taken in choosing the statistical technique so that it faithfully reflects the scientific hypothesis to be investigated, in this section we consider the apparently straightforward comparison of the means of two populations. We shall see that, unless great care is taken, one can end up testing a hypothesis other than the one that one really wants to test. We shall also see that there are secondary, model, assumptions which must be satisfied for valid conclusions to be drawn. Note that the scientific objective in this example already implicitly contains a great deal. In particular, it implies that it is sensible to speak of means. If the measurement scale was only ordinal, for example, then, many would argue, such a comparison would not be meaningful. However, so as to avoid such issues, which would take us into even deeper water, we shall assume that we have ratio scale data.

The data which are to be used to investigate the difference between the means will be two sets of independent observations. In such circumstances, most researchers would first turn to the two sample Student t-test. (see, for example, Daly, et al., 1995) This, of course, requires one to make certain assumptions about the distributions of the populations from which the data arose. In particular, these are required to be normal with equal variances. That is, the model assumed by the t-test is that the two distributions are normally distributed with equal variances. If the data appear to satisfy these assumptions then one would proceed happily with the t-test. If they do not, then one has to consider questions of robustness, and decide whether it is wise to proceed or if some alternative test should be adopted. It is known, for example, that the t-test is fairly robust to unequal variances if the sample sizes are roughly equal and are not too small (Boneau, 1960; Baker, Hardyck, and Petrinovich, 1966; Labovitz, 1967).

One may, of course, be uneasy about testing higher order assumptions to justify the t-test. The hypothesis of interest is about means and it might seem to be presenting a hostage to fortune to risk rejection because of breakdown of a part of the model which is irrelevant to that hypothesis. In fact, let us assume that the data are skew (i.e. the distributions have a long tail, such as that in Figure 10.1(b), as opposed to the symmetry evident in Figure 10.1(a)) and that we are uneasy about relying on robustness arguments. In this case a common approach is to try to apply a monotonic increasing transformation to the data so that the result more closely matches the requirements of the test. (Often this is a data-driven activity—a transformation is selected on the basis of the empirical data distribution rather than a theoretical understanding of the observed data distributions.) Various transformations are used for this purpose. Box and Cox (1964), for example, develop a whole family of such transformations. For the purpose of this example, we shall adopt the logarithmic transformation, a transformation which is common and very important. We suppose here that such a transformation leads to distributions which do
satisfy the assumptions made by the t-test. We can now legitimately proceed with the test.

At least, the statistician will now be satisfied that we can now proceed with the test. But what about the researcher? Recall that the researcher’s original aim was to study the difference between the arithmetic means of the two groups, as measured on the original scale. This is what a t-test does. However, by carrying out a log transform and then calculating arithmetic means, one is no longer comparing the arithmetic means on the original scale. In fact, the comparison is now between log(geometric means). Moreover, instead of studying the difference between them, one is now studying their ratio. The model required for the student t-test has been satisfied by the transformation, but the hypothesis that is being tested has been altered.
Fortunately if, after the transformation, the two groups do satisfy the t-test assumption then equality of means on the transformed variable implies equality of means on the original variable (since it implies identical distributions). On the other hand, it might happen that no suitable transformation can be found which simultaneously normalizes the groups and yields equal variances. If such a transformation cannot be found, what should be done?

There are versions of the t-test which permit different variances (Welch, 1938; Best and Rayner, 1987). Unfortunately, however, these are inadequate for our purposes because, if the variances are different, then it is no longer true that equality of the expected values implies identity of the distributions and hence equality of all other parameters. In particular, it is no longer true that equality of the expected value of the transformed distribution (logically equivalent to equality of the geometric means of the original distribution) implies equality of the expected value of the original distribution. The model required for application of the Welch t-test is now satisfied, but the hypothesis in question is not tested by this test.

What remains? One common alternative is to apply the Mann-Whitney-Wilcoxon test. This tests the hypothesis that a randomly chosen score from one population will have a higher value than one randomly chosen from the other population. It says nothing about the size of the difference between the two scores, which is of the essence in the t-test, where means are involved. The problem here, as with the t-test on transformed data, is that although the model is satisfied (and for the Mann-Whitney-Wilcoxon test it is a much less restrictive model) the test is testing a hypothesis other than the one the experimenter really wished to test. We need to find some test which focuses on this hypothesis and which also has a model which uses appropriate population distributions.

We can devise a suitable test if we have background knowledge about the underlying distribution; if, for example, we assume that the skewness has arisen because the data come from exponential distributions. Nowadays, for a large class of models, fitting them and conducting tests is made simple by the existence of statistical software such as GLIM (Aitken, et al., 1989). On the other hand, one may not be sufficiently confident in postulating some alternative form, simply noting from the available data that the normal models seem inappropriate.

One is in the position of having a highly specific hypothesis—the aim is to make a statement about the difference between two means—but a very loosely specified distributional model. We need a test which uses the difference of means as a test statistic but which requires no further distributional assumptions. There are various ways forward. The Fisher randomization test, for example, satisfies these requirements and thus is one possible solution. On the other hand, it is based on a fundamentally different underlying philosophy from that of drawing a random sample from a population. Another approach to such problems is based on quasi-likelihood, which focuses merely on the means and variances and the relationships between the two, without requiring knowledge of higher order aspects of the distributions. However, we shall not go into further details here.

The purpose of this, superficially straightforward, example was to focus attention on the fact that both the model assumptions—the things one was prepared to assume about the distributions underlying the data—and the hypothesis one wanted to study have each
played crucial roles. It would be wrong to focus attention on only one of them. Ignoring the model means that the results may not be relied upon. Ignoring the hypothesis means that the researchers are studying something other than that which they want to study.

**Individuals vs Populations**

Suppose that the response of each individual to a stimulus of gradually increasing strength is zero up to a certain threshold, after which it is a constant, \( k \) say, the same for all individuals. That is, each individual’s response is a step function, of the same height, but with possibly different values for the threshold. Suppose also that we collect data for these curves by measuring the responses at several values of the stimulus. Then there are two ways of analyzing such data, corresponding to two different questions.

The first is simply to look at the average of the responses at each of the stimulus values where measurements were taken. The results will be an average of \( n \) 0’s and \( m \) \( k \)’s, where \( n \) individuals have thresholds greater than the stimulus at which the measurement is taken and where \( m \) have thresholds less than the stimulus at which the measurement is taken. As the measurement stimulus is increased, so the proportion of \( k \)’s will increase, so that the average score will increase monotonically. However, and this is the feature which is of particular interest here, the curve will be relatively smooth. Steps will be of size \( 1/(n+m) \), assuming that no two individuals’ thresholds are exactly identical. Certainly, the curve will not be zero up to some value, and a constant non-zero value after that. That is, the curve will not have the same form as the individual constituent curves. What we have here is the pattern of average responses.

Figure 10.2 illustrates this kind of situation, but where the step functions have been replaced by smooth curves, so that it is clearer what is going on. Each of the curves has the same shape, but they are positioned at different points. This corresponds to step functions with different thresholds. The dotted line shows the mean curve, the curve which results by taking the average of the curves at each value of \( x \). We see that it is flatter than the individual constituent curves.

In contrast, the second way of analyzing such data studies the shape of each individual’s curve—perhaps using measurements on each individual at several stimulus levels to provide an estimate of the thresholds for each individual. These individual curves are then combined to produce an average curve. For example, having established that the curves have the same shape, although with different thresholds, the average curve is defined as that which also has the common shape, and with threshold value equal to the average of the individuals’ thresholds. We can describe this as the average pattern of responses.

In terms of Figure 10.2 and the smooth curves, the middle one of the five similar curves shows where the mean curve, according to the definition, will lie. This mean curve has the same shape as each of the constituent curves, and is positioned in the midst of them. Of course, in order to undertake the second kind of analysis we need to be able to model the shape of each individual’s curve and to do that we need to have measurements on each individual taken at several stimulus values. This is not always possible. The obvious example is bioassay, in which the stimulus level is amount of toxic substance—above the animal’s threshold it dies—but less extreme examples can also be found.
We thus have two distinct kinds of question relating to pattern of response, and we have seen that they can lead to quite different kinds of answer. Above we termed them ‘pattern of averages’ versus ‘average of patterns’. Other terms are also used. For example, in the context of repeated measures data the terms ‘population averaged’ and ‘subject specific’ are used respectively. More generally, we might characterize the questions as relating to unconditioned questions and conditioned questions. Unconditioned questions summarize the data as if it were a single set. Conditioned questions partition it up according to the value of covariates (we might, for example, divide age up into five year bands and model each age group separately, assuming that the models have the same basic shape, but with different values of some parameter). We shall see examples of this below. Another way of describing the distinction that is sometimes used is to describe the questions as referring to, respectively, the between and within aspects of variation. Clearly it is vital that any investigation should sort out precisely which of the two questions is intended.

That the distinction can have far reaching consequences can be seen from the following simple example. Suppose that, in place of the step function response above, we assume that each individual has a linear response to the stimulus, $y=a_i + b_i x$, with intercept and slope which vary independently from individual to individual. (This is a random effects model, where the parameters defining each response curve are randomly sampled from a distribution. The step function example, in which the position of the threshold varied randomly from individual to individual, was also a random effects model.) Then, for a fixed value of $x$, we see that, where and are, respectively, the variance of the $a$ and $b$ distributions. It is immediately obvious that this variance changes with $x$. The assumption of homoscedasticity, so common in introductory accounts of simple regression, does not hold. In contrast, if one assumed that all individuals had the same response pattern (apart from random measurement error) then constant variance would not be an unreasonable
assumption. The difference depends on whether one postulates a model for the average of the response patterns or for the response pattern of the average. The above example also illustrates how the difference can be described in terms of conditioning. Formulating a model for individuals and averaging these to produce an overall model is, in essence, formulating a model conditioning on individuals.

Here is another example showing how confusion can arise unless the conditioning is made quite explicit. In a study of the effectiveness of trimmed means (variants of the ordinary mean which ignore extreme values) Efron (1992) used jackknife-after-bootstrap approaches (jackknife and bootstrap methods are sophisticated modern statistical tools for squeezing information from data. They are based on re-examination of multiple subsets of the available data and so are very computationally intensive). He applied the ideas to the following problem. A subatomic particle, called the tau particle, decays soon after production into various collections of other particles. Some of the time the decay produces just one charged particle, and this can happen in four major and various minor ways. The proportion of time that a single charged particle is produced can be estimated and similarly the proportion of time that each of the four major types is produced can be estimated. The primary aim of the study is to estimate and find a confidence interval for \( d = d_0 + d_1 + d_2 + d_3 + d_4 \) where \( d_0 \) denotes the proportion of experiments producing a single charged particle (of whatever kind) and \( d_i \) denotes the proportion of experiments producing a particle of type \( i, i = 1, \ldots, 4 \). Efron wanted to use trimmed means \( T(x) \) to estimate \( d \) and the associated confidence interval.

However, things are not as straightforward as the above suggests. As Efron (1992, p. 95–6) says: ‘because of certain physical constraints, any one experiment provides only one estimate…, either an estimate for the composite rate decay \([d_0]\) above, or for one of the four modes \([d_1 \text{ to } d_4]\)’. Because of this, instead of using \( T(d) \), Efron used \( T(d_0) - T(d_1) - T(d_2) - T(d_3) - T(d_4) \). That is, instead of computing the trimmed mean of individual statistics of interest (the \( d \) values for individuals) he computed the statistic of interest for the trimmed means. These two things will generally not be equal. Again the distinction is one of conditioning: whether we condition on individuals, so finding the average individual response pattern, or do not, so finding the pattern of average response. This example also leads to another way of looking at things. In general, if \( f \) is a nonlinear function, then \( \mathbb{E}[f(x)] \) will not be equal to \( f(\mathbb{E}(x)) \). Here a trimmed mean is nonlinear.

Sometimes we want to study the average pattern of responses but are unable to do so. The bioassay situation mentioned above represents an example of this. Such a situation generally arises when it is impossible to take more than one measurement on each subject. For example, consider the case when we want to compare two treatments or conditions but where only one can be applied to each individual respondent. This would be the case, for example, if the ‘treatment’ was a method of teaching children to read or if it was a medicine for extending life. What we really want to do in such situations is study some summary statistic of the \((z_A - z_B)\) differences, where \( z_i \) represents the response the subject would give to ‘treatment’ \( i \), but we cannot do this since for any given individual we will have only one of \( z_A \) and \( z_B \). We might try to overcome the problem by matching subjects—but this can at best increase one’s confidence and never completely remove doubts. After
all, one can never be certain that the covariates used for the matching are really the important ones.

If the summary statistic one adopts is linear then no problem arises since \( L(z_A - z_B) = L(z_A) - L(z_B) \), where \( L(x) \) represents a linear summary statistic of components like \( x \). Then one can estimate the two right-hand elements separately, from independent samples. In particular, this is true of the mean, \( E \). (We return to this issue in the next section.) In fact, this strategy is often adopted for other, non-linear, summary statistics. That is, given that it is impossible to summarise the \( (z_A - z_B) \) differences directly, researchers often summarize the \( z_A \) and \( z_B \) values separately (based on independent samples) and then subtract the summaries. This means that the researchers have shifted from the typical response pattern question to the pattern of typical responses question. However, as we have seen repeatedly above, these two approaches will not generally yield the same result: they are answering different questions.

One can ensure that the two questions are logically equivalent (the truth/falsity of one implies the truth/falsity of the other) by making extra assumptions. What these should be will depend on the summary statistic involved. However, they inevitably involve the unknown and unknowable relationship between the two measurements on each subject, one of which must remain latent. (Further discussion of this problem is given in Hand, 1992).

A similar example arises in Simpson’s paradox, though here the conditioning is not taken as far as the level of individuals and simply arises by classifying cases into strata or subgroups. To take a hypothetical example, suppose we have two treatments, A and B, and that we are interested in both the total response and the response of two age groups, those under thirty and those thirty or over. Suppose the data are as given in Table 10.1, where \( x/y \) means that, of \( y \) people in the category, \( x \) lived and \( (y-x) \) died. We see that for each of the two age groups separately treatment A is superior, but for both age groups combined treatment B is superior. The apparent contradiction arises because of the weights used in combining the separate proportions (the weights are the denominators, so that the 20/100 and 39/100 have a greater influence on the combined result than the other two ratios). However, the important thing for us is not why the apparent contradiction arises, but the fact that the two questions, one relating to overall ratios and one to ratios categorized into subgroups are different. It is hardly surprising that different questions yield different answers. The issue which the researcher must address is which of the two

<table>
<thead>
<tr>
<th>Treatment A</th>
<th>Treatment B</th>
</tr>
</thead>
<tbody>
<tr>
<td>20/100</td>
<td>1/10</td>
</tr>
<tr>
<td>5/10</td>
<td>39/100</td>
</tr>
<tr>
<td>25/110</td>
<td>40/110</td>
</tr>
</tbody>
</table>

Table 10.1: Hypothetical example of Simpson’s paradox
questions is really the object of the study. A real example of Simpson's paradox, with a more detailed explanation of why it arises, is given in Hand (1994, Section 3.5).

All of the above examples illustrate the difference between the two questions by contrasting the results obtained by summarizing the individual response patterns with the pattern of the summary responses. A less obvious example, but one which nevertheless falls into the same class, is as follows.

**Diagnosis** describes the problem of classifying a person into one of two or more disease classes, according to the values of a number of variables such as symptoms (which may simply be binary). For our purposes we shall suppose that there are only two disease classes: sick and healthy. In contrast, **screening** is the problem of identifying those people within a population who are most likely to be suffering from the disease in question. Again we shall suppose that interest lies in a single disease, contrasted with 'healthy'.

Superficially these two problems are identical: in both a classification of an individual into class 1 (sick) or class 2 (healthy) is achieved on the basis of a vector of scores for that individual. However, suppose that it is known that the disease prevalence is about 1/10, so that about 1/10 are ill and 9/10 healthy. Suppose also that, no matter what further covariates we split the population on, there is a majority of healthy people in each subgroup. For example, categorizing the population by age may lead to fewer ill people at younger ages and more at older ages, but in every age group there are more healthy people than ill people. Then the most probable class for any individual, whatever their values on other variables, is healthy. That is, if our aim is to diagnose, to classify an individual into the group from which they have the highest probability of coming, we should classify everyone as healthy.

This is fine from the individual's perspective. It is clearly the right thing to do since each such individual is much more likely to be healthy than sick. But what about from the overall population perspective? From this perspective it is absurd: we know that about 1/10 are ill, so how can we possibly justify concluding that none of them are ill? From the population perspective, surely what we want to do is find that 1/10 who are most likely to be ill. This is the objective of screening. The way to achieve this is not simply to classify each individual into the class from which they have the highest probability of coming, but to rank people according to their probability of being ill and classify the top scoring 1/10 as sick. Entirely different results have emerged from two superficially identical but in fact

---

**Table 10.2: Risk of Down’s syndrome by age of mother**

<table>
<thead>
<tr>
<th>Maternal age</th>
<th>Risk of Down’s syndrome per 100 births</th>
<th>Total births (%) in age group</th>
<th>% of total Down’s syndrome occurring in age group</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;30</td>
<td>0.7</td>
<td>78</td>
<td>51</td>
</tr>
<tr>
<td>30–34</td>
<td>1.3</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>35–39</td>
<td>3.7</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>40–44</td>
<td>13.1</td>
<td>0.95</td>
<td>11</td>
</tr>
<tr>
<td>&gt;=45</td>
<td>34.6</td>
<td>0.05</td>
<td>2</td>
</tr>
</tbody>
</table>

---

SCIENTIFIC AND STATISTICAL HYPOTHESES: BRIDGING THE GAP
quite distinct objectives. One relates to properties of individuals and the other to properties of populations.

A similar example, in which the interests of the individual differs from the interests of someone concerned with overall population properties arises in Rose (1985). The data are reproduced in Table 10.2. Mothers aged less than 40 have a much lower chance of having a Down’s syndrome child. Therefore, to reduce an individual’s probability of giving birth to a Down’s syndrome child we should encourage her to have the birth under the age of 40. However, we also see that 87 per cent (51+20+16 per cent) of such births occur in mothers aged less than 40. Therefore, to reduce the number of Down’s syndrome births in the population we should focus research effort on ways of reducing the risks for mothers aged less than 40. Again there is an apparent paradox: an individual should be encouraged to have children at a younger age, but research aimed at reducing the number of Down’s syndrome children should be focused in the low risk groups!

Diagnosis and screening involve multivariate statistical ideas (or, at the very least, bivariate: a predictor and the disease class) and multivariate statistics in general is susceptible to problems of the kind described in this section. Multivariate statistics deals with properties of multivariate distributions: their correlation structure in factor analysis, their grouping structure in cluster analysis, and so on. However, often the questions of interest relate not to the population structure but to the behaviour of individuals. In one of the earliest papers on these sorts of issues, Robinson (1950), who introduced the term ecological correlation to describe correlations between (rather than within) groups, said: ‘ecological correlations are used simply because correlations between the properties of individuals are not available’. The risk, however, is that, in answering different questions, they may lead to incorrect conclusions. Robinson gave a now classic example of the correlation between colour and illiteracy for the American Census Bureau’s nine geographical divisions of the United States in 1930. This was 0.946, apparently showing a very strong relationship. However, the correlation coefficient computed at the level of individuals turned out to be only 0.203, giving quite a different story.

A more modern example is Quality of Life assessment, where factor analysis of groups of individuals is used to develop scoring instruments. In fact this merely tells us about the structure of the population and not about how individuals are likely to behave under different conditions. We may, as noted above, make additional assumptions relating the two, but they are assumptions.

**Conclusions**

Precise specification of the research question is fundamental to scientific progress. To the extent that the question is ill-defined, so the answer will be ambiguous. In the above, we have looked at two examples of this. Further examples may be found in Hand (1994).

Whatever one’s philosophical school of statistics, all will surely agree that the most fundamental component is data. Moreover, although there are statistical schools emphasizing model-free interpretative styles (such as exploratory data analysis (Tukey, 1977)), optimal scaling methods (Gifi, 1990), and biplots (Gower and Hand, 1996), modern statistics places a heavy emphasis on formal models (see for example, McCullagh
and Nelder, 1989, and Bernardo and Smith, 1994). In view of this, a suitable way to end this article is to cite two passages from key researchers in statistical science, the first contrasting the role of question formulation with that of the data, and the second contrasting it with that of models.

The most beneficial result that I can hope for as a consequence of this work is that more attention will be paid to the precise statement of the alternatives involved in the questions asked. It is sometimes considered a paradox that the answer depends not only on the observations but on the question; it should be a platitude. (Jeffreys, 1961, preface to the first edition)

A major point, on which I cannot yet hope for universal agreement, is that our focus must be on questions, not models…. Models can—and will—get us in deep trouble if we expect them to tell us what the unique proper questions are. (Tukey in discussion of Nelder, 1977)
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Part 3

Research Practice

This final section, with its focus on practice, builds upon many of the philosophical questions posed in the previous chapters. The emphasis is upon interpretative and qualitative research methods. Only the last chapter deals with some of the practical problems associated with quantitative methods. This was not a conscious decision taken by the contributors or by the editors. This imbalance has occurred because no one researching within a positivist tradition felt able to contribute to a volume which was largely reflective in nature. However, all the chapters in one way or another adopt the empiricist tradition advocated by Francis Bacon in the seventeenth century. The research studies discussed in Part 3 involve the collection of information about particular individuals whether in the context of the school, the office or a hospital and then the drawing of inferences from that information. Bacon felt that such investigations could be objective. However, all of the chapters in this section are sensitive to the subject/object dichotomy, namely that it is impossible for the investigator (the subject) to be independent of the investigated (the objects). The process of data collection cannot be independent of those collecting the data. Each of these chapters investigates the implications of breaking down the subject/object dichotomy and transforming it into a complementary and interactive relationship between the researcher and the researched.

Powell’s personal account of research practice emphasizes the importance and relevance of the researcher’s biography in the research process. In exploring approaches that enable a closer association between research, theory and social work practice, she raises issues around different conceptions of knowledge and the need for critical reflection and openness to uncertainty in undertaking research. This theme is also explored in Scott’s chapter, which describes how qualitative methods can be used to examine school practices. By focusing on the processes of data collection and analysis, he illustrates the ways in which the researcher’s knowledge and experience are brought to bear in a context where change, realignment and modification is an integral part of the research process. In setting out the rationale and historical development of grounded theory and detailing many of the procedures adopted, Bartlett and Payne also refer to the need ‘to maintain an attitude of scepticism’ as a means of examining their own assumptions and expectations. Grounded theory, they argue is a powerful and robust method for generating theory and, as an approach in the post-positivist tradition, makes a significant contribution to the search for justified belief in knowledge claims.
Both Chapters 14 and 15 examine the use of particular research methods in the context of information systems. Avison argues that the value of action research lies in its ability to engage both the researcher and the researched in a joint enterprise which is ultimately directed at solving real-world problems. Drawing on his personal experience as a participant observer in a large manufacturing company, Nandhakumar presents a critique of this method. He concludes that despite the many practical difficulties associated with this role, the direct access to participants’ own interpretations of events and the understanding gained through immersion in the research context provide valuable insights into the social and organizational practices associated with information systems.

In the concluding chapter, McKenzie discusses the conditionality of statistical enquiry highlighting well known problems which are usually neglected in the reporting of quantitative data. It seems appropriate that this chapter, as the final one in the overall text, should end with a series of questions aimed at promoting inter-disciplinary research. It takes us back to the origins of this enterprise and usefully reminds us that our endeavours to stimulate dialogue and debate amongst social researchers must remain ongoing.
Setting the Scene

Having graduated in the natural sciences, I undertook a ‘conversion’ course—a Diploma in Social Administration—as a necessary pre-requisite to professional social work training. My early experience as a social work practitioner was in a variety of mental health settings. Following a brief career break (or a transition period into a dual career role), I held a series of temporary research and teaching posts in the health/social care field for over a decade. My appointment as a fulltime academic in the faculty was made six years ago.

What underlies this brief autobiographical note and why have I chosen to present it in this way? One response might be that I have taken this opportunity to be self-indulgent and to present or emphasize certain aspects of my life in ways which seem meaningful for me and enable me to make sense of where I find myself at this point in time. All this is true. In arguing the importance of biography Rees (1991) makes three points.

The first concerns the struggle to make sense of individual circumstances in relation to the dominant constraints and opportunities of a specific issue and time, a matter of struggle in context. The second point is an acknowledgment of the continuous and ongoing process of trying to comprehend and influence the world around one. The third point concerns the growth of freedom and the exercising of power in a spontaneous and creative way. (p. 11)

By adopting this style I am also seeking to emphasize the importance and relevance of a researcher’s biography to the research process and the centrality of critical reflection in the practice of both social work and social research. Whilst remaining uneasy about categorizing my thinking and doing within a particular methodological approach, as this suggests an oppositional way of viewing the world, in this paper I seek to make explicit my own perceptions and assumptions and how these influence my approach to social scientific research in the field of social work and social care.

Becoming involved in ‘academic research’ was largely an accident as, at the time, it provided a way of utilizing my experience of interviewing people about sensitive and
potentially distressing areas of their lives. Adopting a qualitative approach based on empathic interviewing in order to understand more about a person’s experience, in this case the experience of social work intervention in response to an attempted suicide (Gibbons et al., 1979), was very similar to my involvement with clients, where an understanding of experience and feelings was an important part of the social work process.

However, on finding myself a researcher, concerns about the nature of the social sciences, first experienced when I moved from the world of the natural sciences to that of the social sciences in order to pursue a career in social work, were reawakened and explored again in the context of research and its relationship to professional practice.

There appeared to be differences between the two activities. These centred around the perceived role of the researcher as the gatherer of data and primarily engaged in finding out about the world, which contrasted sharply with my previous role as practitioner, where the emphasis was on action and change. Furthermore, the involvement of the researcher in the interviewee’s social world challenged my naive assumption of the detached and neutral role of the researcher, who in this context at least, has to be seen as no mere medium through which knowledge is discovered, but can also be involved in the construction of knowledge. Thus the role of research in relation to action, and the role of researcher in relation to the researched, became issues of interest and concern in my research practice.

Presently, as a social work academic with a 'history' in social work practice and social work related research, I have a keen interest in understanding the nature of social work as both a theoretically informed area of study and a practice based activity. What is the role of research (and the researcher) in making a contribution to both? How can research be seen to be sufficiently relevant to be useful to those engaged in practice on a day-to-day basis? Are there particular approaches to research within the social sciences that enable a closer association between research, theory and social work practice to be forged? These questions, together with the issues raised in the previous paragraph are the themes addressed in this paper.

The Role of Research

The nature of the relationship between social work and research has been and continues to be a much disputed issue. For many practitioners, research often seems irrelevant and unconnected to their day-to-day engagement with ordinary people, albeit that such engagement takes place ‘in situations of conflicting values, ambivalent motivations and ambiguous social demands’ (Sainsbury, 1985). For others, research which categorizes people and attempts to quantify their experience is resisted in the belief that the essence of social work is its emphasis on the uniqueness of individual experience, in terms of achieving either an understanding of the individual’s situation or any resolution of their difficulties.

However, social work in its early years as a formally recognized activity had a very close relationship with social research through the work of many of the great reformers of the late nineteenth and early twentieth century (Finch, 1986). This early research
tradition in social work was lost, or at least obscured, as social work and social administration took different routes in their development of ideas and practices.

The history of social work as an emerging profession has been intimately bound up with both the development of other caring professions, most notably those allied to medicine, and the organizational contexts in which it has been located (Hugman, 1991). These several strands have, over time, influenced both the nature of social work as a practice and the type and range of research undertaken. A strong empirical tradition in social work research reflects its long association with health, and the influence of medical research, where positivistic approaches are more evident. For example, the use of experimental and quasi-experimental designs to examine the effectiveness of social work practice has been well documented, most notably by Sheldon (1986). A strong advocate of this approach, Sheldon (1986) argues that ‘experiments remain the strictest test of therapeutic intent’ (p. 239).

This approach to evaluating social work practice raises wider questions related to the very nature of social work itself, as well as about the most appropriate ways of studying it; both in terms of its effectiveness in practice and as to means of generating knowledge and understanding. Evidence of these wider debates can be found from time to time in the academic journals (see Sheldon, 1978; Jordan, 1978; and Sheldon, 1984; Raynor, 1984; Smith, 1987). For example, Smith’s (1987) paper, entitled ‘The Limits of Positivism in Social Work Research’, argues that such an approach is inadequate on epistemological grounds, and that the procedures characteristic of positivism, particularly the experimental method, are unlikely to prove generally feasible or useful.

A more recent debate about the nature of social work, and in particular the concept of anti-oppressive practice (Webb, 1991a; 1991b; Dominelli, 1991; Smith, 1992) raises similar issues, not least about the relevance of the social sciences to the study of social work. The different theoretical traditions and their alternative methodological approaches within the social sciences are evident in this discussion, or rather dispute, along with the possibility and appropriateness of detachment, or, put another way, the inevitability of commitment (conscious or by default).

For those who regard social work practice as essentially a set of skills and competencies, the relationship between theory, research and practice is relatively unproblematic. Both theory and research are given the status of real or universally applicable knowledge, based on facts which are gathered independently of how people interpret them. Practice is the application or translation of this knowledge into skills. This differential status is also evident in other areas of professional practice, most notably nursing and education. Theory and research are held in high esteem by practitioners, although frequently criticized for being irrelevant and not located in the ‘real world’. In response, greater attention is given to ways of disseminating knowledge in order to bridge this ‘gap’ (see Paley, 1987).

The view of theory as objective knowledge of the external world, i.e. a world independent of the knower, somehow separated from practice has been challenged by a number of writers, most notably Schon (1983; 1987). He argues that in many kinds of practice, nursing and education as well as social work, it is not a straight-forward matter of using acquired skills to undertake routine tasks. Given the complexity of task and
context, and the frequent uncertainty of outcome, professional practice is invariably a messy business. In responding to such situations the practitioner engages in thought and action or what Schon describes as ‘reflection in action’. Thus, the more traditional assumptions about the place of theory and research and their relationship to action are challenged.

Without this reflection, it is argued, the professional maintains the role of technical expert, attempting to fit the situation with pre-existing theory. As Schon (1983) writes:

> Many practitioners have adopted this response to the dilemma of rigour or relevance, cutting the practice to fit professional knowledge…. When people are involved in the situation, the practitioner may preserve his sense of expertise at his clients’ expense. (p. 45)

He goes on to contrast this approach with that of the reflective practitioner where:

> the practitioner allows himself to experience surprise, puzzlement, or confusion in a situation in which he finds himself uncertain and unique. He reflects on the phenomena before him, and on the prior understandings which have been implicit in his behaviour. He carries out an experiment which serves to generate both a new understanding of the phenomena and a change in the situation. When someone ‘reflects in action’, he becomes a researcher in the practice context. (p. 68)

For the practitioner to remain open and responsive to the particular situation in which she or he is engaged, a degree of uncertainty has to be accepted and worked with positively. Without this reflection, the professional maintains the role of technical expert and practice becomes a matter of routinization and ultimately very likely to be ineffective in responding to the situation presented.

This process of critical reflection on practice suggests the way in which practice can be used creatively to generate new understandings and ways of knowing the world, which in their turn can inform and generate new patterns of practice. Reflexivity, promoted as good practice in social care work, and especially in social work, also has relevance for those engaged in research. Research can also be seen as a practice, where the complexity of the task involves rather more than the relatively straightforward application of techniques of data collection. The continual process of reflexivity as an integral part of the researcher’s practice is a topic further considered in the next section.

**Social Work Practitioner as Researcher**

The view of social work with which I align myself has been articulated most clearly and consistently over the years by Bill Jordan. He has recently restated it eloquently in relation to present discontents:
Social work is crucially concerned with fairness, both in redistributing resources to people in need and in negotiations over problems in relationships in families, neighbourhoods and communities. (Jordan, 1990)

Social workers therefore, in their day-to-day practice, are concerned with the different ways in which people construe their social worlds. A person’s account of their actions is seen as essential to developing an understanding of their particular situation, and to the tasks of mediation and negotiation in a wider social context. The importance that the practitioner attaches to the significance of meaning, to a person’s lived experience, and to the social processes through which these are constructed, suggests the need for a research approach within the interpretative tradition. As Everitt et al. (1992) argue:

...epistemologies that take account of the processes and structures through which subjective understandings of the world are formed and...methodologies that create and validate data through participatory processes are compatible with social welfare practice. These contrast with epistemologies and methodologies from which practitioners have become alienated: those which engage in a process of research that, in striving for objectivity, seek distance between the researcher and the researched and attempt to control for social variables, including the researcher, lest they contaminate the data collected. (p. 19)

Over a number of years my empirical research has been mostly in service evaluation at the health/social care interface. In collaboration with colleagues, an approach to evaluative research has developed in the context of a number of studies. This has more recently become characterized by its emphasis on pluralism, process and partnership (Powell and Lovelock, 1992). Such an approach makes explicit the need to acknowledge a plurality of views and interests in any social intervention and attaches importance to research as a practice, in terms of the research being conceived as a process in which the researcher and those being researched are actively engaged.

In seeking to illustrate this approach, the main piece of research drawn upon concerns the organizational and practice issues involved in implementing a policy of community care for people with mental health problems. The central focus of this case study was on describing the shift of hospital services into the community and analyzing the impact of this on the multidisciplinary team providing the day-to-day services and on the people using them. It was a piece of work commissioned by those generating policy at a local level in an attempt to inform themselves and others of the processes involved and the success or otherwise of the service (and within that context the effectiveness of professional practice). It was also conceived by the researchers as making a contribution to a wider understanding of the changing nature of professional practice operating within the framework of contemporary legislation.

With its emphasis on exploring the implementation process and a requirement to clarify and interpret this process for policy makers and practitioners, this study was itself conceived as a process, where description and interpretation were given pre-eminence over measurement and prediction. This ‘illuminative’ approach to research developed by
some educational researchers (Parlett and Hamilton, 1977; Buist, 1988) recognizes the limitations of positivistic methods and adopts an interpretative perspective in studying the implementation of the innovation in context. The progressive focusing on key issues in the particular situation is central to ‘illuminative evaluation’.

Such an approach is common to many qualitative approaches, including ethnography. The researcher engages in participant observation, meeting the research subjects in their everyday contexts, and observes these at first hand. As Hugman (1988) comments, when discussing the use of ethnography in the study of social care:

…data are obtained through watching, listening and talking. However, this is not to imply that anything goes. Rather it requires that the researcher makes a conscious, deliberate and systematic use of ordinary skills in engaging with a chosen social context. (p. 12)

Data are generated by the researcher in the form of notes which record events and perceptions. As part of this activity the researcher includes herself or himself in the data gathering and analysis. Whilst this continual process of reflexivity is applicable to all forms of research, it is central to the conduct of this type of approach and the way in which data is generated and analyzed.

This principle of reflexivity, alternatively described as the acknowledgement of the human dynamic in the research process, is a much contested area in research (Hammersley and Atkinson, 1983), although strongly and persuasively argued by many researchers (Steier, 1991). Drawing on her own experience of research and practice, Munn-Giddings (1993) makes the following observation:

Using a ‘reflexive’ framework to reflect on practice seems to me to be the most constructive way forward for practitioner researchers. Starting from the viewpoint of those being studied, knowledge is not conceived abstractly but is viewed as a dynamic process in which theory develops from practice. It is a perspective that facilitates the understanding, undertaking and use of research by practitioners. (p. 283)

In arguing the importance of attention to process and the centrality of reflexivity on the part of the researcher, an appropriate emphasis is placed on the use of qualitative data. However, the use of quantitative methods are not thereby excluded. The combining of several sorts and sources of data, often including qualitative and quantitative material, can yield a more informed understanding for some aspects of a social phenomenon, rather than relying on any single method or data source. This multi-method approach, commonly referred to as ‘triangulation’ (Denzin, 1970), is also discussed in relation to case studies by Bryman (1989). However, there are epistemological issues as well as technical considerations involved in bringing together qualitative and quantitative data, and these are more fully explored in Brannen’s (1992) edited collection of papers on ‘Mixing Methods: Qualitative and Quantitative Research’. Also, the case studies described in the
second part of this book usefully highlight the several ways in which qualitative and quantitative approaches can be brought together in a critically reflective manner.

Exploring Differences of View

In the inherently political context of policy research, (within which social care research is located,) there is considerable value in bringing together a variety of data, not least as an attempt to recognize the multiplicity of views and often competing interests of those involved in the process of policy implementation. In the specific context of evaluating services, exploring the various legitimate definitions of success and the means by which the various interested parties seek to sustain their definitions is a key area of focus in our work (Powell and Lovelock, 1992).

Organizations, including those which provide social and health care services are not homogeneous entities with clear and unitary goals; rather they are made up of a variety of sub-groups with differing interests and concerns. In addition, social and health care services typically have a variety of users with differing needs: not only direct users and their families or other carers, but in a different sense professionals providing services complementary to that forming the focus of the evaluation concerned. (pp. 8–9)

Thus, the assumption of consensus and unity among all parties within an organization is discarded and a rather different understanding of the social world, based on acknowledging the complex nature of organizations is employed. This ‘pluralistic’ approach to evaluation (Smith and Cantley, 1985 and 1988) is founded on the view that organizations have a diverse range of goals and are made up of a diverse range of sub-groups with often competing concerns and interests, an understanding of which needs to be incorporated into the research methodology.

Ambiguity and lack of agreement in perception between parties of the policy shaping community would then be a central feature of the research, rather than an embarrassment as is the case when the presumption of consensus prevails. (Smith and Cantley, 1985, p. 9)

Smith and Cantley’s approach seeks to overcome the conceptual, methodological and political difficulties of the more traditional experimental strategies employed in programme evaluation. They argue that a research strategy which acknowledges an evolutionary process and a diversity of views, rather than one which seeks to minimize or circumvent these features, has wider applicability. Thus:

…pluralistic evaluation offers an ethnography of the way the service develops and an explanation of this development (in terms of the pluralistic interests of participating groups) as well as (somewhat complex) conclusions about the success of the service on a range of criteria interpreted in different ways. Our claim
is that the attempt to link the problems of the organization as perceived by its constituents, to the performance of the institution’s programme of service, constitutes evaluative material. (Smith and Cantley, 1988; p. 149)

What might be seen as both an advantage and a potential disadvantage of this approach lies in its ability to identify several different constituent groups and to attend to the ways in which they are able to marshal power and resources to pursue their interests, and at what cost to other groups. The revealing of the processes, frequently exposed as jockeying for power, opens up the way for change. Certain groups can be assisted or supported in pursuit of their interests, not least those whose interests have received, until relatively recently, insufficient attention in developing health and welfare programmes: especially users, front line practitioners and other less powerful groups.

For example, the central focus of our study of the implementation of a policy of community care for people with mental health problems was on exploring the impact of this process on the multidisciplinary team providing the day-to-day services and on the people using them. In seeking to explore the different perspectives of those involved in this process, we actively sought to put onto the agenda the views of those who may otherwise not have been heard, most notably those involved in front-line services as either providers or recipients of the evolving service.

Whilst attention can be broadened to include a wide range of interested parties, the risk of exclusion remains. There is always a danger of selecting key groups and justifying their inclusion on grounds which reflect a particular set of interests, not made explicit. For example, client or user views have become an integral part of many evaluative studies of social work and social care services. However, as Sainsbury (1985; 1987) has noted, an uncritical ‘consumerist’ approach may present problems. Service users frequently have very low expectations about both the availability and quality of services. It is important, therefore, to ensure that such evaluations are not simply used to ration services or preserve the status quo. The task of the researcher, like the social worker, is to negotiate the meanings of what the client says. As Howe (1990) argues:

Client study researchers have tended to be stronger on moral prescription than on sociological theorizing. Their wish to give the client a good hearing has had a healthy and welcome impact on social work research and practice. But without an equal measure of social theory there is always the danger that understanding is sacrificed to reforming zeal. Asking clients to speak remains a fundamentally important research task. Adding theory to the client’s view not only tells us how practice is experienced but also helps us to understand something of the nature of social work itself and the times in which it was formed. (p. 76)

Wallace and Rees (1988) however, argue strongly for the highest priority being given to clients’ evaluations.

Social work’s major task is to respond to problems which have largely been thrown up by an economic and cultural system which operates for the considerable benefit
of some and results in the exploitation and suffering of others. In response to these problems, social workers’ responsibility is never to lose sight of the needs of the most powerless people… (Wallace and Rees, 1988; p. 58)

Making this view explicit does not in their view hinder the conduct of the research.

On the contrary, the pretence that values do not influence the choice of research interests and methods is more likely to produce bias than the explicitness that we have documented. (Wallace and Rees, 1988; p. 59)

This is a contentious topic which, once again, demonstrates the importance of reflexivity on the part of the researcher. It also raises issues about the purposes and use of research and the role of the researcher. These are further explored in discussing the possibility of collaborative partnerships between the researcher and those being ‘researched’.

### Research as Partnership

The work of Guba and Lincoln (1981; 1989) in the field of educational evaluation in the US, in several respects parallels the pluralistic approach of Smith and Cantley (1985) and our own work. However, it also explicitly addresses the issue of organizational change through working in partnership with the several stakeholders involved. This more active involvement in a process which seeks to contribute to improvements in service quality was adopted in our study of the development of community-based mental health service. We worked most closely with front-line workers and managers, offering structured feedback throughout the study period to those most closely concerned with providing the service (Powell and Lovelock, 1989). This contact provided an opportunity to report on work in progress and to offer a reflective account of the continuing process of moving out and its impact on some of the interested parties. It also enabled us to check out our understandings of developments with those of some of the direct participants, mainly those engaged in front-line service delivery (McKeganey and Bloor, 1981). The final report on the evaluation offered an assessment of the development of the service over a critical two-year period of transition; issues needing further attention were identified and discussed.

As indicated earlier, this piece of work was commissioned by those involved in policy planning and implementation at a local level as a means of informing themselves and others of the processes involved in developing a community-based service. There have been many attempts in recent years to consider the potential contribution of social research to social policy and the various roles which researchers do or might play. Bulmer (1982) identified three models of the relationship between research and policy: the empiricist model, the engineering model and the enlightenment model. An alternative role, that of the advocate, where the research seeks to represent the perspectives of its subjects, has been proposed by Finch (1986). This opens up the possibility of a more participative partnership between the researcher and those being ‘researched’; an approach we have sought to adopt in our own practice.
In a subsequent study of implementing a ‘community care’ policy for older people with mental health problems, a more explicit stakeholder approach was adopted through the setting up of a stakeholders’ representative group in conjunction with the service managers (Powell and Goddard, 1996). Membership was drawn from all the principal interest groups. In examining the value of this group as a forum for debate we concluded:

Both the setting up of the stakeholder representative group and the seeking of stakeholders’ views via interviews contributed to the opening up of the decision-making processes within the service. Although these approaches had limitations, the use of both mechanisms together proved successful in ensuring a wide range of views were taken into consideration. (Powell and Goddard, 1996)

However, attention was also drawn to the way in which this approach can deny or accept some of the built-in inequalities of power among, for example, managers, different professional groups and service users.

This model of the researcher as actively engaged in the process of change is a well established research tradition in education, but is nowhere near so developed in social care research. The researcher is involved in the process of reflexivity and collaboration in bringing about change. However, many forms of participatory research, which seek the active involvement of research subjects in the research process, have been criticized for failing to confront social inequality at whatever level it occurs (Holman, 1987; Oliver, 1990). Rather, the researcher retains the role of expert, with overall control of the methodology. For example, in the field of poverty research, Holman (1987) argues:

The researchers have established not only the extent and nature of poverty, but can claim some credit for bringing it to public notice…. [these] studies have done something to improve services for the socially deprived. May such efforts continue. But valuable as it is, it is largely research about, on or for the poor, not by or with the poor. (p. 670)

What is needed, Oliver (1992) and others argue, is a fundamentally new approach, ‘changing the relations of research production’, going beyond partnership and adopting an emancipatory stance. The importance of this lies:

…in establishing a dialogue between research workers and the grass root people with whom they work, in order to discover and realize the practical and cultural needs of those people. (Reason, 1988, p. 2)

Once again, issues concerning the relationship between values and research practice are raised. As Ravn (1991) states, social research is not a neutral medium, it is: ‘an activity recognized by many not just as unveiling the facts but as constructing them, and the researcher plays a major role in this’. (p. 112)

Mies (1983) takes this further by arguing that:
The postulate of value free research, of neutrality and indifference towards the research objects, has to be replaced by conscious partiality, which is achieved through partial identification with the research objects. (p. 122)

Conscious partiality recognizes the wider social context and the research participants’ (including the researcher) place in it. This view has much in common with those expressed by Wallace and Rees (see earlier), where the researcher’s own values are acknowledged as part of the research.

**Theorizing Social Work Practice**

In bringing this chapter to a conclusion—whilst the discussion continues—I want briefly to return to the contribution that research into practice might make to social work theory. Much of the research into social work and social care practices has centred around studies of effectiveness. This ever-growing demand to evaluate effectiveness comes from a long-standing professional commitment to improve and enhance practice and from a more recent need to demonstrate a careful utilization of public resources. Thyer (1993) identifies a growing body of empirical research which demonstrates the value of social work services in a variety of settings. He argues that these developments are largely due to the use of research methods located within the positivistic tradition. However, he also acknowledges that this approach has a number of limitations.

For example, conventional scientific methods do not provide us with much in the way of guidance in developing new theories themselves, or in formulating original research questions to be investigated. Such activities may be guided by one’s practice experience and clinical wisdom, serendipitous findings, curiosity, professionally-informed speculation, reasoning processes, intuition and sometimes (the history of science tells us) by our dreams! (p. 20)

Rather more contentiously, he continues:

A number of so-called qualitative research methods may be useful for this purpose, investigatory strategies which in themselves do not produce ‘facts’ in a positivistic sense, but certainly may be valuable to generate hypothesis to be subsequently tested in controlled studies. (p. 20)

Alongside this more explicitly evaluative research firmly located within a positivistic tradition, other studies, whilst equally concerned with developing and improving practice, have focused less on outcome and more on developing an understanding of the processes involved. As was indicated earlier, our study of an evolving community-based mental health service was seen as making a contribution to a wider understanding of the changing nature of professional practice in the context of contemporary legislation. Other studies (see Fisher et al., 1984; Howe, 1986), which have also sought to explore different patterns of service delivery and to link these with the wider organizational context of
practice, offer a rich source of data for understanding more about the nature of social
work and social care practices.

Working within a broadly conceived interpretative framework, such understandings
can generate new ways of conceptualizing practice, thereby contributing to the
development of ‘practice theories’. As Curnock and Hardiker (1979) state:

We hope our work has helped us to understand in some small ways the complex
filtering processes in which social workers are engaged as they work with clients.
Traditionally this has been referred to as ‘practice wisdom’, but we think that it can
make claim to a higher theoretical status than this. This is why we have been
moving towards an understanding of ‘practice theories’ too. (p. 172)

This reconceptualizing of theory and practice is further explored by Usher and Bryant
(1989). Using the exploratory metaphor of the ‘captive triangle’, where theory and
research are conventionally represented as the foundation or base which is then applied to
practice at the apex, they argue the need to re-think this conventional representation and
to ‘open up’ this triangle to allow a new way of thinking about these three elements
without privileging any one at the expense of the other. They argue for the greater
awareness on the part of practitioners to convert their practice into praxis:

—a form of practice which is both reflective and reflexive. The essence of being
reflexive is that theory and practice are dialectically interrelated. Implicit theory is
brought to consciousness and continually open to change in the light of practice,
which itself changes as informal theory is modified. This process, therefore, clearly
utilizes the hermeneutic circle of mutually-interactive backward and forward
movement between understanding and action. (p. 92)

They then go on to elaborate the nature of the relationship between formal theory and
informal theory using the notion of ‘review’. ‘This involves accepting that the purpose of
formal theory is representation and explanation, and that of informal theory is judgment,
interpretation, and understanding’ (p. 93).

What is important here is that both formal and informal theory are acknowledged as
different and equally valid ways of knowing about the social world. This raises an issue of
central concern in the development of social work theory, namely the way in which
power operates through ways of knowing. It is also an area where feminist researchers
have made a growing contribution. As Worrall (1990), in her study of female offenders,
points out:

The relationship between knowledge and power is crucial to any attempt to
theorize women’s experiences. The desire to know is a desire for power but
knowledge of itself does not give power. On the contrary, it is those who have
power who are authorized ‘to know’ and whose ‘knowledge’ is afforded privilege.
(p. 7)
Henkel (1995) discusses similar issues around different conceptions of knowledge in the context of social work education, and identifies the need for ‘critical reflection and openness to uncertainty’ (p. 68) in the pursuit of reflective practice. She argues the relevance of both pragmatism and hermeneutics which, although derived from the different traditions of North America and continental Europe, have much in common.

Both challenge the Cartesian paradigm, at the centre of which are dualistic forms of thought (mind and body; subject and object; theory and practice; knowledge and action) and the ideal of the individual knowing subject contemplating an external object. Instead they assert the active and collective nature of knowledge acquisition and development, together with the role of language and disciplinary tradition in shaping knowledge and confounding the clear cut division between subject and object. At the same time, they facilitate a review of the relationship between conceptions of knowledge as understanding and dialogue. (p. 68)

Critical Theory in particular, with its emphasis on ‘dialogic communication’, offers a conceptual framework for social work (and social work research) practice (Blaug, 1995). However, particular attention to either Critical Theor(ies) or feminist perspectives, both with emancipatory aims, have remained outside the scope of this paper. The main purpose of this paper has been to provide an account, to tell a story, about the development of an approach to researching social work and social care practices; an approach located within an interpretive framework and seen as one attempt at encouraging closer links between research, theory and social work practice. It has been written at a particular time and for a specific purpose. It has used autobiographical detail as a means of emphasizing the importance of self-awareness in making choices between an array of divergent approaches to social research.

In his tracing of the promise of biography, Rees (1991) confirms:

...the value of developing questions over time, as part of a disciplined approach to personal and professional development. A student can be encouraged to develop questions about the present, not merely to solve an immediate problem but as a means of developing a philosophy for practice, and skills in so doing. (p. 12)

In this context, I am the student, and the process of developing a philosophy for research practice continues. Reflecting upon this account, key questions about the nature of theory, and social work theory in particular, remain unresolved. The development of feminist theory and its contribution to the formulation of feminist social work (Dominelli and McLeod, 1989) provides alternative ways of ‘knowing’ about the social world. Feminist approaches to research, only touched upon here, need closer consideration in the development of research practice relevant to social work and social care. However, in my view, this takes me beyond an interpretive framework (and therefore the scope of this paper) and into areas which identify the limitations of this tradition. It also begins the telling of another story, currently in the making.
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Qualitative Approaches to Data Collection and Analysis: Examinations and Schools

David Scott

With regard to the study of education, it is possible to identify four research paradigms: positivism, post-positivism, post-modernism and post-structuralism (Denzin and Lincoln, 1994). The first of these, positivism, for so long the dominant influence, can be characterized in the following way: values can be separated from facts, with the researcher’s task designated as uncovering and reporting those facts. They are not considered to be a part of the research and their presence is not expected to affect the quality or type of data that are gathered. Positivists further argue that there are no meaningful differences between natural and social science methodologies. Bhaskar (1989) develops this argument, though his solution is radically different from other social theorists in the research tradition under discussion. He suggests that both social scientific and scientific methodologies should be understood as one: ‘both the dominant naturalist tradition, positivism, and its anti-naturalist hermeneutical foil rest on an ontology rendered obsolete by these developments (new collateral theories of philosophy and ideology). The time is therefore overdue for a “sublation” of their historic confrontation’ (p. ix). Without a solution of this sort, social scientists who introduce reflexive and interpretative elements into their methodologies are deemed to have acted unscientifically and therefore without objectivity. The textual account that eventually emerges is therefore objective, separate from the value positions of the researcher and representative of an intransitive reality. Researchers working within this tradition would thus seek to privilege their accounts by ignoring the problem of reflexivity, by denying that these accounts are essentially constructed, and by minimizing through the use of certain textual and methodological devices the place of the researcher in that construction.

However, seeking to decontaminate the research experience by separating the researcher from the object of their study, involves the adoption of a particular value position, principally that data which are collected in this way effectively and adequately represent reality. Furthermore, it is difficult to imagine that those decontaminating devices do in fact separate off the researcher from what is being researched. All types of research involve selective and thus value-laden interventions of different types during their conduct. It is in this sense that the data are value-impregnated. The researcher, tacitly or overtly, has already mapped the area that they are studying, based on experience and knowledge. But within this, there is a place for change, realignment and modification. The researcher finds out things during the course of the research which they did not know. Reflexive practices are therefore considered essential elements within post-positivist,
post-modernist and post-structuralist research traditions, and they relate to examination of both the researcher’s own conceptual and affective maps, the way those maps mediate and structure reality for the researcher, and what is being researched. Researchers who would place themselves broadly within these traditions would accept the value-laden implications of their position, but seek to understand and conceptualize it by adopting reflexive stances. This chapter will focus on two aspects: data-collection and their analysis.

The Research Project

The empirical study which is discussed in this chapter is an investigation of GCSE coursework processes. The General Certificate of Secondary Education replaced O-level and CSE as the principal means of examination for 16 year olds in 1988 and has undergone substantial revision since (chiefly in the reduction of the coursework component). Although it is a recent innovation, it has a long developmental history. The Examination Boards as early as 1972 had explored the notion of a common examination at 16+ and feasibility studies were started the following year. Their success led to the setting up of the Waddell Committee which recommended a single system of examination (DES, 1978). In the Spring of 1979, a Conservative Government was elected. The new Secretary of State for Education, Mark Carlisle, announced soon after that the idea of a common replacement for O-level and CSE would be further explored, and would incorporate three new elements: subject criteria, differentiated examinations and a measure of teacher-assessed work. One of his successors, Sir Keith Joseph, took the process one stage further when he revealed in a speech to the Northern Education Association in January 1984 that working parties would be set up to develop subject-grade criteria, that candidates would be awarded grades in terms of positive achievement and that the examination would be criterion-referenced (Joseph, 1984). The final versions of the National and Subject criteria were published in March 1985, and the first cohort of students sat the examination in June 1988.

The project team decided to adopt the condensed fieldwork methods of multisite case study (Walker, 1974), located within the ethnographic research tradition (Hammersley and Atkinson, 1983; Burgess, 1984; Woods, 1986). Case studies of the effects of coursework were made in six schools, across three different counties and two metropolitan districts in the United Kingdom. They were of an independently controlled mixed day/boarding school, an independently controlled single-sex (female) day school, a single-sex (female) urban comprehensive school, a mixed urban comprehensive school, a mixed rural comprehensive school and a mixed rural secondary modern school. They were chosen to represent a range of organizational and socio-economic contexts.

In each of these schools, as the sole researcher I used a variety of data-collection methods, principally interviews, observations and document analysis. This allowed me to reconstruct events through the eyes of key participants. Interviews were conducted with senior members of staff in each school and with heads of department in all the major subject areas. Informal contact was maintained with other members of staff, and with large numbers of pupils both in class and outside. In addition, I interviewed six pupils in
each school. They were chosen to give a gender balance, where this was appropriate; and
to allow a variety of responses from different ability levels within each school. In four out
of the six schools one of these pupils was observed throughout their timetable during a
full day. Other relevant lessons (assessed practicals in the sciences, oral work in English)
were also observed where I felt that this would contribute to further understanding of
coursework processes. Interviews were conducted with the parents of the sample of
pupils, so that the key issue of parental contributions to coursework assignments could be
investigated. Each of these thirty-six pupils kept a diary over five weeks to record the
extent of the work they were doing in all their subjects outside the classroom. Within
each school a number of pupils were identified as failing to complete coursework
requirements in some or all of their subjects and subsequently interviewed. Finally, all
year 10 pupils in each setting completed a short questionnaire, which asked them to list their
homework (including coursework completed at home) during one full week in the
summer term of the second year of the project.

Choosing Cases

Data collection methods were not predetermined. Research processes were guided
strategically by the developing theory. This is at the heart of what Glaser and Strauss
(1967) call ‘grounded theorizing’. A dialectical relationship exists between theory
building and data collection. As fieldwork proceeds, the researcher’s initial hunches,
hypotheses and conjectures are gradually refined and reformulated, and this acts
progressively to focus analysis and reorganize data collection methods.

Prior to this, there is what Malinowski (1922) calls the ‘foreshadowed problem’. This
involves clarifying and developing research ideas before fieldwork begins. Glaser and
Strauss (1967) in opposition to this approach, argue that the researcher should avoid
presuppositions, hypotheses and previous research studies, though they have recently
modified this position. Bulmer (1979) has criticized this tabula rasa approach because it is
difficult to achieve and it ignores the way researchers conceptualize research problems.
Furthermore, all data and data collection methods include theoretical assumptions, the
adoption of which occurs prior to fieldwork (Harris, 1979).

These initial hypotheses and suppositions that informed the initial stages of my research
were influential in guiding the selection of cases. They were:

a) Children in rural schools may have problems with completing history and geography
coursework projects because they may have limited access to primary sources of
information.
b) Parental interventions in coursework processes would be differentially distributed
and were likely to be of greater intensity in middle-class localities.
c) The amount of work students actually do may have gender implications. Coursework
processes which are assessed over the two years of the course may favour the more
persistent and hardworking pupils. Girls are therefore likely to benefit.
d) Coursework processes are of benefit to the taught curriculum, but reduce
examination reliability and comparability. (Fieldnotes, 6.6.1988)
Though some of these themes declined in importance as fieldwork progressed, initially they were influential in research design, and extra- and intra-sampling judgments. Six case-studies of school processes were eventually made. Choosing appropriate cases though, can never be an exact operation, since practical constraints limit researchers’ freedom of action (cf. Shipman, 1981; Burgess, 1983). Even if pre-sampling is undertaken, there are no guarantees that these sampling judgments accurately reflect the research design. If such guarantees were able to be made, there would be no point in completing the fieldwork, since there would be nothing new to discover. Furthermore, since the research focus is in a state of constant flux, it is difficult to prespecify appropriate cases.

In order to develop formal theory, the research programme can be used to build theory (Glaser and Strauss, 1967), or test theory (Hammersley, 1985; Hammersley and Scarth, 1986; Hammersley, Scarth and Webb, 1985), or provide detailed ethnographic description which uses theoretical elements (Burgess, 1983, 1984). Depending on purpose, different sampling judgments will be made. Cases are chosen either for typicality or for explanatory power. They are either representative of a wider whole or they illuminate theories which concern that wider setting. Hammersley (1985) describes three styles of case study research. The first style is where the researcher wants to study typical cases, which represent a larger whole or aggregate. Honigmann (1973), for instance, argues that ethnographers must identify their selection criteria to enable the reader to determine the relationship between the sample and its intended population. In a similar way, Woods (1987) cites the need to make ‘the case’ as representative as possible to improve external validity. The second style of case-study research cited by Hammersley (1985) is where the researcher wants to use cases to test theories. They study more and more cases until they are satisfied that the theory holds. The third style is where the researcher is not concerned with notions of representativeness, as they acknowledge the uniqueness of each case, but they are interested in how the workings of particular processes are illuminated by single cases.

This study of GCSE coursework broadly adopted this last approach. Though I formulated a series of tentative hypotheses (see above), these were used to guide the selection of cases. These cases were not representative of all schools in the country, though they did include schools which could be distinguished from each other by sets of identifiable characteristics—single sex/mixed, independent/state, urban/rural, selective/comprehensive, day/boarding, high/low socio-economic status of parents, and compacted/extended catchment areas. The theory that I subsequently generated is not generalizable to every other case, because my six schools were not chosen for typicality. They were chosen because their distinguishing features allowed specific investigation of those aspects of the research problem (understanding coursework processes) that pre-fieldwork hypothesizing had suggested would be important. Mitchell (1983) refers to this as theoretical sampling. The intention therefore, was to develop theories which illuminate processes in that wider universe. Formal theory emerges which has explanatory power but it is based on the uniqueness of each case. Furthermore, it quickly became apparent that the case as an holistic entity could not be a school because coursework processes were subject bound. Thus a progressive refocusing of ‘the case’ took place as fieldwork
proceeded and as it became clear that departmental processes were of greater significance than school processes.

**Negotiating Access**

Gaining access to research settings involves far more than simply being granted permission to begin research. It is a continuous series of negotiations and renegotiations, with different personnel at different levels within the organization. Indeed, though access may be granted by the principal gatekeeper, this may not reflect the interests and wishes of all members of that organization. Having been granted permission to conduct research at Lampton Independent School by the headteacher, I was enjoined to:

> Go where you want; go into any classroom. We are a completely open school. We have nothing to hide. Interview who you want. We will find the time for you.

Though I subsequently encountered little opposition, it was clear from one tentative enquiry that I would not be welcome in her classroom. Having successfully negotiated access with other members of staff, I chose not to pursue the matter. Gaining initial access therefore is only the beginning of a process (Woods, 1986) which stretches throughout the fieldwork and has consequences for both the research methods employed and the subsequent account that the researcher eventually submits. They therefore, cannot assume a neutral value-free position, but are fundamentally a part of the written account that is finally completed.

The initial means of gaining access to the six case-study schools was by letter. Due to lack of time this was changed to telephoning and three schools were approached only by this method. There was no correlation between method and success rate. Two schools that I telephoned, without sending an initial letter, subsequently granted access. Another did not reply, so I telephoned to ask for an interview with the headteacher, which was granted. Access was subsequently refused. Once an interview had been arranged, and it was not necessarily with the headteacher, it was usual for permission to be granted at that interview. Clearly the decision had been made in those cases before the interview took place, using the information available in the initial letter. In other cases headteachers initiated consultation procedures with their staffs. This resulted in successful access in some cases, but failure in others.

The reasons given for my failure to gain access (in four schools) provide insights into the social organization and operational state of particular settings. The headteacher of one of the schools refused entry because of pressure from the unions. This was a single-sex girls’ school in an urban area of high unemployment and extensive social deprivation. It had just gone through a period of sporadic union action, and was threatened with closure due to falling numbers. My presence as a researcher would have increased the pressure on participants.

Undergrove School, on the other hand, suffered from none of these disadvantages, except that teacher unions were taking industrial action in all schools at this time. I received a prompt letter explaining that: 'It would take me several hours to explain to you
in detail the reasons, but if I say to you time and other commitments of colleagues, I am sure you will understand.’. The Headteacher of Grove Priory failed to reply to my letter. The school secretary of Abbotsbury telephoned to say that it was ‘inconvenient and unnecessary’. Teachers may fear outsiders, because they could expose shortcomings in their professional practice. As Woods (1986) puts it: ‘Teachers may fear disturbance of their own delicately balanced survival equilibrium. Outsiders can only be perceived as a threat to this’ (p. 28). The extent of this threat is determined by the perception of the headteacher in each of the schools. However, as Wolcott (1973) acknowledges, a school study can not be completed openly without seeking permission from the headteacher. But this has repercussions, since the level at which the researcher enters will influence the conduct of the fieldwork and the type of data that is gathered. Though Simons (1987) advocates a democratization of research methods where research programmes are constructed to meet the needs of all the participants in what are inevitably stratified situations, in the initial stages of gaining access democratic goals cannot be met.

As a researcher, I used a number of familiarity devices to facilitate access. What I said, what I looked like, how I behaved—the ephemera of role—were all designed to establish trust and thus ease the process of entry (cf. Hammersley, 1979; Delamont, 1984). I deliberately used my extensive experience as a teacher as a device to reassure. I claimed privileged knowledge of the research setting because I had taught in comprehensive schools for thirteen years. There are, though, dangers of over-familiarity. My fieldnotes record such an incident:

I notice two girls sitting outside the headteacher’s study, reading books. At my last school pupils sent out of classrooms for misbehaviour were sometimes picked up by the head and made to work for the rest of the day outside his study. I assume these two girls have fallen foul of some teacher. (Lorton School for Girls)

Later I am disabused of such a notion:

The Deputy Head tells me that they try to welcome visitors by always having two girls on duty outside the head’s study, whose task it is to welcome visitors and ask them politely who they would like to see.

Burgess (1984) argues that the degree of familiarity or strangeness found in research settings has been polarized in some of the literature. He suggests that in his research he found within the same social setting a series of situations which were both familiar and strange. Whatever the degree of real familiarity with the six case-study schools where I did my research, I assumed a persona that was familiar with the mores and codes of school life. Since gatekeepers operate with expectations about the researcher’s identity and intentions (Hammersley and Atkinson, 1983), role-playing that assumes empathetic understanding of a school’s culture is more likely to persuade gatekeepers to grant access. In the case of Austell School, an independent boys’ school, I deliberately mentioned the fact that I had been educated in a fee-paying boarding school. The headteacher asked me about its headteacher whom he knew. Knowledge of particular settings has to be carefully
and sensitively ‘reached’; gaining access therefore requires the adoption of strategies which are able to penetrate the protective skin which surrounds them.

One device I used to gain entry was the submission of a research brief to the gatekeeper or gatekeepers. Commentators (cf. Burgess, 1984) have argued against this approach for a number of reasons. Since it is usual to have only a limited understanding of the complete research programme at the beginning of the research and since methodology and data-collection operate in a dialectical fashion, the researcher is rarely in a position to provide a full account of their purposes to the relevant gatekeeper. Furthermore, as Hammersley and Atkinson (1983) suggest, it may not be prudent to give a full picture because ‘unless one can build up a trusting relationship with them relatively rapidly, they may refuse access in a way that they would not do later in the fieldwork’ (p. 71). On the other hand, providing minimal information about the research design simply puts in writing what is said anyway at initial access meetings. The site brief that I used included a clear specification of the ethical safeguards I was prepared to build into the investigation. In all but one of the cases they were accepted without argument. In my fieldnotes after my initial interview with the headteacher of St Thomas’ School for Girls, I wrote: ‘she seemed to trust that I wouldn’t be insensitive to confidences, that I would build in a system of anonymity to the reporting’. The degree of frankness, even indiscretion, was high. The headteacher of Lorton School described her deputy as someone who should have retired years ago. The Headteacher of Carseley High School described his staff as willing, hard-working, but essentially apolitical; but he did say that there were one or two members of staff who were very outspoken, and gave an indication of who they were.

In one school, the issue of confidentiality and anonymity assumed a position of central importance in my initial discussions. Austell is an independent boys’ school, and the headteacher’s fear was that unsubstantiated comparisons would be made between state and independent schools. In order to gain access, I had to negotiate further ethical safeguards, ones which I did not initially want to make. This involved agreeing to submit to you (the headteacher of the school concerned) before publication of any article or paper that I write, so that you may check for inaccuracies or bias; and so that we can, if it proves to be necessary, reach a compromise about what should go in the article. The article will of course not mention your school by name, nor any of the teachers in it by name; but the above stipulation will apply to any part of that article which concerns itself with your school.

In order to maintain momentum, I was prepared to relax the principle articulated in the site brief of the researcher owning the data. In the end, for reasons not connected with the negotiated process of gaining access, I decided that the school would not be an appropriate place in which to work. Thus intra- and extra- sampling judgments reflect both the original research design and the contingencies of agreeing access.
Ethical Concerns

Having successfully negotiated initial access to each of the six case study schools and having done so with the aid of a site brief which contained certain ethical safeguards, it was important to put these into effect during the fieldwork. In my fieldnotes, I listed those areas of the project which involved me in ethical undertakings:

1. Since I am dealing with children as well as adults, I need to set up mechanisms which allow teachers and students to say what they feel.
2. It is important that I do not misrepresent individual contributions in my final account of coursework processes.
3. I have a responsibility to protect particular individuals because insensitive handling of their data may harm them. This goes further than simply agreeing to negotiate the release of data, because such negotiations are always going to take place on an unequal basis.
4. I have an obligation to the public: to place in the public domain information I have gathered about coursework processes.
5. I have an obligation to the school to protect its interests. Anonymity can partly fulfil this responsibility.
6. I have been commissioned by an external sponsor. They have certain expectations.
7. Finally I have a responsibility to certain ethical principles of conduct; that I should tell the truth for instance. (Fieldnotes, 5.5.1988)

This list was not able to serve as a working model for a number of reasons. Some of these obligations are in conflict with each other. Telling lies may be necessary to maintain confidentiality. In granting anonymity to schools and research participants, I was involved in a number of small deceptions and evasions. When asked, for instance, by the headteacher at Lampton about the identity of a particular teacher whose practice he disapproved of, I declined to answer. Moral obligations are always conditional; that is they have consequences outside of themselves which cannot be subsumed absolutely under the aegis of any moral prescription. Given the fluid nature of the principles that researchers can use to guide them in their endeavours, as a general rule therefore, ownership of the data resides with the researcher. This can be contrasted with more democratic approaches to data ownership in which research participants retain rights of veto over publication, and the narrative that is eventually produced is in effect a negotiated account between researcher and participants.

There are a number of problems with this. First, because the needs of different participants may not be known at the beginning of the research process, there are bound to be initial decisions made about methodology which will structure the type of data that is collected. Second, there is a temptation on the part of the researcher to present their negotiated account as a neat and coherent view of reality because they are operating in the public domain. Third, negotiating with participants (especially with children) can never be negotiating between equals. The researcher understands the consequences of release and publication better than the participant. Finally, the manner of negotiation may be
determined by the implicit structures of the institution. Burgess (1984) reminds us that ‘people respond to the structured situations in which they are located’. Negotiation of the release of data in non-democratic research situations therefore serves to generate more data, whereas for democratic researchers it serves to construct the reality of the situation.

From the outset, I was determined that my research should be as open as possible. There was never any intention on my part to engage in secret or covert research, where participants are unaware their behaviour is the subject of scrutiny (Homan, 1980). Even when researchers feel it is necessary to adopt covert stances, they may still express reservations (Bulmer, 1979). The British Sociological Association in 1992 clarified their position on covert research:

As far as possible sociological research should be based on freely given informed consent of those studied. This implies a responsibility on the sociologist to explain as fully as possible, and in terms meaningful to participants, what the research is about, who is undertaking and financing it, why it is being undertaken and how it is to be disseminated. (p. 2)

However it has to be acknowledged that all research necessarily entails a hidden element (Roth, 1962). Since researchers are unlikely to have a clear idea of what exactly they want to research at the beginning of the investigation, they can only provide participants with a limited account of their purposes. The giving of consent by participants is always subject to the power/knowledge differential that exists between participant and researcher. As the British Sociological Association (1992) acknowledges:

Wherever possible they (researchers) should attempt to anticipate, and to guard against, consequences for research participants which can be predicted to be harmful. Members are not absolved from this responsibility by the consent given by research participants. (p. 2)

Protecting the interests of participants in research projects though, is difficult. Individuals and locations cannot be disguised completely, though it is easier to deceive outsiders than insiders. Anonymizing individual responses enabled me to protect participants from external scrutiny, and in a project such as this, this was important. For instance Sarah, a fifth year pupil at Tidehill, would not have wanted her remarks about her well-developed work avoidance techniques to be heard by her teachers:

You can get away with not doing homework. I have got away with not doing a load of homework for certain subjects. They have a look at my homework diary and they see that I am getting work. Usually the teachers give you work and I write it in my book, and then in my homework diary I would add another extra amount; so they were thinking I was getting enough. So after that if I didn’t have any, I would put in something that I had been doing in lessons.
There are always tensions between confidentiality and portrayal. Burgess (1984) writes: ‘it is evident that whatever precautions are taken to protect those involved in a field study, nothing is foolproof’ (p. 206).

Fieldwork Relations

Though I used a site brief which was read by the key gatekeepers in each school, this did not prevent a temporary breakdown in relations half way through the initial fieldwork period in one of them. This hiatus served to underline the need to negotiate and re-negotiate access at every level of the organization. Indeed, access may need to be negotiated with representatives from staff bodies, who may not even play a significant part in the research project.

Having initially been granted access by the headteacher, to whom I had outlined a programme of action, I was passed across to the deputy head (Curriculum) who proceeded to organize a schedule of interviews with key personnel in the school. These were timetabled during free lessons and were located in the library. They included both staff and pupil interviews. Having assumed that the site brief would at this stage have been read, I accepted this pattern of working, and decided that I would use these interviews both as data-collection sessions and as opportunities to negotiate further access to classrooms and laboratories. I also, as I had done with the other schools, asked pupils to keep a diary of activities that related to coursework processes. Allport (1942) has categorized the use of diaries in three ways; as intimate journals, as memoirs and as logs. Though these three uses are not mutually exclusive, I was interested in their capacity to document accounts of processes which I could not observe. Coursework completion involves extra- as well as intra-classroom and school processes. I was not able to be present at completion processes which occurred outside the school. I was therefore only able to gain access to them by dint of retrospective interviews and personal diaries.

Having completed a week of interviews which included gaining permission to visit a number of classes and the promise by my cohort of pupils to keep a diary over a six week period, I was then taken aback at the beginning of the next week to be told that I could not continue with my fieldwork, because ‘the unions are hopping mad and I can’t afford to upset them’ (Deputy Head [Curriculum]). He went on to argue that in my initial planning interview with him I had not told him I wanted to visit classrooms, and I had not told him that I wanted ‘to snoop behind teachers’ backs by getting pupils to spy on teachers’. Considerably shaken by these events, I was on my way out of the school when I was stopped by a teacher whom I had already interviewed who told me, ‘This has been brewing for months. He is using you to get the unions on his side. He’s under a lot of pressure at the moment’. Lack of time meant that I was not able to pursue the micropolitical implications of this, but it does point to the potentiality of research projects to be hijacked for overt political purposes. There is within any research project a momentum for exploitation of the researcher by teachers within the school. Indeed in many cases the researcher is quite happy to accept a degree of exploitation. In this case it threatened to prevent further fieldwork in the school. I was only able to resume data collection by going back to the headteacher and re-opening access procedures. In the end I
was able to complete my fieldwork, when the headteacher was persuaded to transfer gatekeeping duties from the original deputy to another.

**Interviews**

The primary data collection method that I used during fieldwork was interviewing. Burgess (1983) offers three reasons for concentrating upon interviewing at the expense of making further observations. Interviews can allow the researcher access to past events. They can allow access to situations at which the researcher is not able to be present (see above). Thirdly, they can allow access to situations where the teacher refuses permission for the researcher to be present. In a project which sought information about fieldwork trips, parental contributions to coursework projects, pupil experiences over a two year period, it was never going to be possible to be present at more than a limited number of these important events. Interviewing and diary keeping were therefore used as substitutes to direct observations.

I did not use schedules during the interviews, but relied on the ebb and flow of conversation with the occasional use of pointers to focus the interview. This technique more closely corresponds to Stenhouse’s (1982) notion of a conversation rather than interrogative questioning. My interviews though, were not unstructured. My specific time-bound concerns and perceptions of coursework served to structure the interviews and impose an agenda on them. The way I was perceived by interviewees, the role they perceived me as playing, acted to give shape to their answers. Finally, data collection methods operate in a dialectical fashion with data analysis, and are therefore constantly changing. Different themes and different areas of interest were pinpointed at different phases of the fieldwork.

Furthermore, interviewer and interviewee do not operate on a level plane. Despite arguments that the gap between adult and child can be bridged if the researcher adopts particular roles, it is doubtful whether the differences in age, size and status can be successfully overridden. It would be false to assert that the interviews I conducted with pupils were entirely open. Though some of the pupils took me into their confidence and told me things they would not have told their teachers (see above), in the main they were only too well aware of the proper relations they should maintain with guests to the school. Even with teachers, ‘the asymmetrical relationship between interviewer and interviewee’, identified by Ball (1983), acts to structure the type of data that emerges. This is an inevitable consequence of the outsider seeking to discover meanings and understandings shared by practitioners within particular institutions.

**Observations**

I attended a variety of lessons which were relevant to coursework processes, and this served to supplement data gathered from the interviews. My role in these lessons could usefully be described as ‘participant-as-observer’ (Gold, 1958). Gold identifies four types of observer field roles. The ‘complete participant’ conducts covert observations of participants and settings. The ‘participant-as-observer’ accepts the inevitable
contamination of natural settings as a result of their presence; but develops relationships with informants and makes no attempt to conceal their purposes. Researchers, conducting classroom ethnographies anyway, are unable to conceal their role, and thus cannot make ‘complete participant’ observations. A third type, identified by Gold, is ‘observer-as-participant’. Here the researcher formalizes their role and sets limits to the amount and type of contact they have with participants. In classroom situations, the researcher makes little effort to interact with pupils and teachers, though they may use interview techniques to gather data about the processes they have just observed. Finally, there is the ‘complete observer’ role, in which interaction between researcher and researched is limited to gaining and sustaining access. In some classroom situations it is difficult for the researcher to maintain an ‘observer-as-participant’ role, because teachers and pupils naturally and without being asked invade the researcher’s ‘space’.

My preferred style corresponded more closely to the ‘participant-as-observer’ role, as I listened, watched and took notes. I also at appropriate moments walked round the class and talked to pupils about their work. Though formal and systematic observation category systems have been developed (Flanders, 1970; Delamont, 1984) and used (Galton, Simon and Croll, 1980), commentators (Woods, 1986; Burgess, 1984) have suggested that pre-defining category instruments limit the data that can be collected, pre-specify the types of meanings that can be developed, and may easily misrepresent the complex social setting that is being explored. For these reasons, ethnographers (Fuller, 1984; Woods, 1986) either use such instruments in limited ways or abandon them altogether. I did not employ formal and explicit category systems, but simply took detailed notes of observations. This does not mean that my observations were unstructured. As theory was developed during the fieldwork, I focused on different aspects of classroom activities. My time-and-space-bound presence influenced intra-sampling judgements, which acted to structure observational data. At Tidehill for instance, some parts of the geography coursework programme preceded my period of fieldwork. Finally my direct interventions in lessons (talking to pupils when they were engaged in writing up coursework projects) served to change the ‘natural’ setting, and acted as a means of organizing the experiences that I was seeking to understand.

Theory Development

I have already suggested that data are value-impregnated, and therefore, as Harris (1979) argues, are never free of the concerns, interests and conceptual frameworks of the researcher. If this is so, then reflexive processes are essential and would involve examination of both the research processes by which data were collected (see above), and as importantly, the epistemological status of those data. It is with the latter that we are now concerned.

What follows is a description of theory-development in the project. Examination syllabuses can be read to support the following agenda: examinations with coursework elements are fair and equitable, not arbitrary, guarantee some measure of predictive validity, enable reasonable comparisons to be made between students by positing similar assessment environments, and allow improvements in curriculum strategies which
maximize learning opportunities. Teachers in the case study schools conformed to this agenda in full, or rejected parts of it. Table 12.1 contrasts belief or non-belief in this agenda with teachers’ attitudes towards examination rule-following. Six situational stances were formulated, and each is briefly described below. This use of typologies is common in qualitative research (Woods, 1986).

Table 12.1: Typology of attitudes about examinations amongst teachers teaching GCSE

<table>
<thead>
<tr>
<th>Belief</th>
<th>Type of Rule-following</th>
<th>Situational Stance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belief in agenda</td>
<td>Rigid observance</td>
<td>Conformist</td>
</tr>
<tr>
<td>Belief in agenda</td>
<td>Elastic observance</td>
<td>Adaptive</td>
</tr>
<tr>
<td>Belief in agenda</td>
<td>Non-observance</td>
<td>Oppositional</td>
</tr>
<tr>
<td>Non-belief in agenda</td>
<td>Rigid observance</td>
<td>Ritualistic</td>
</tr>
<tr>
<td>Non-belief in agenda</td>
<td>Elastic observance</td>
<td>Transformative</td>
</tr>
<tr>
<td>Non-belief in agenda</td>
<td>Non-observance</td>
<td>Non-conformist</td>
</tr>
</tbody>
</table>

Conformist teachers believe that public examinations with coursework elements are useful and meaningful devices. Conformists attach great importance to observing rules and procedures, and are likely to treat texts in ‘readerly’ ways (Barthes, 1975). They will accept meaning frames as given and will not seek to discover alternative interpretations. They are likely to want to adjust their practice in line with such textual readings. Adaptive stances are similar in that the teacher has confidence in formal examination systems, even if they do include coursework elements. They are different because such teachers are prepared to reinterpret examination rules so that they conform to their notion of good practice. They are likely to treat texts in ‘writerly’ ways (Barthes, 1975), and to protect pedagogical strategies if they feel they may conflict with examination rules. Oppositional stances combine belief in an examination agenda which implies that certain rules have to be followed with an apparent disregard for those rules in practice. The stance therefore can be said to be oppositional because it counter-positions belief and rule following. Examinations, including those with a coursework element, can provide fair, accurate and predictively valid accounts of pupil aptitudes, but if through non-observance of those rules other ends may be achieved, an oppositional stance is sustained.

Those teachers adopting ritualistic forms of behaviour attach more importance to observing rules and procedures than in achieving the purposes for which those rules exist. This has been referred to as a form of goal displacement (Merton, 1957). Juxtaposing non-belief with rule following may create tensions at the level of practice and disregard for those rules. But the textual reading is still ‘writerly’ (Barthes, 1975), even if the practitioner is not prepared to translate such a stance into elastic rule-following or disregard for those rules. Those teachers who do not accept that examinations can be fair and equitable, and who furthermore believe that they may damage the curriculum, may reinterpret but not reject the rules that underpin that agenda. This transformative stance combines a sceptical attitude towards formal examinations with an elastic approach to rule-following. Finally, there are non-conformist practitioners who are prepared to ignore examination rules. Since they do not believe in the examination agenda, they do not see the need to follow its rules anyway.
Contextualising these Accounts

It is important to place in context these different readings. Phenomenological analysis gives priority to people’s accounts of intentionality and subjective meanings. This is the phenomenological researcher’s first and only point of reference. Those who dispute the adequacy of this seek to go beyond subjective meanings and argue that there is an important difference between ‘things seeming to be the case to the actor and things being the case’ (Sharp and Green, 1975, p. 21). In other words, phenomenological researchers fail to come to terms with the social structures that underpin and position actors’ intentional behaviours. Society, as far as Bhaskar (1989) is concerned, ‘is the ensemble of positioned practices and networked interrelationships which individuals never create but in their practical activity always presuppose, and in so doing everywhere reproduce or transform’ (p. 4). Bhaskar argues that social behaviour or activity may depend on or involve four conditions which are outside the consciousness of the individual actor. They are: unacknowledged conditions, unintended consequences, the exercise of tacit skills, and unconscious motivation. Social practices therefore are never reducible to the content of human consciousness, but must always incorporate a material dimension.

The gap between actors’ perceptions of processes and what actually occurred is further complicated by two important features: the time dimension of such accounts; and the place, role and temporal insertion of the researcher in that process. Table 12.2 describes the chronological sequence of events that concerns us here.

The teacher’s initial textual readings or their initial confrontation with the ideas implicit in the new text draws upon both those internalized rules which actors reproduce in their day-to-day working lives and those structural resources which position actors within set frameworks. Those elements of structure that are relevant to the matter in hand condition but do not determine actors’ responses (Archer, 1982). Initial textual readings give way to subsequent interpretations and reinterpretations of coursework processes, and all the various readings are implicated in the implementation and reimplemention of coursework strategies. The dialectical interplay between structure and agency is transformed into new forms of structure and agency, and produces, in Archer’s word, ‘elaboration’—that is, both elaborated structure and transformed agency. This cycle of activity at different moments and in different guises influences actual implementation of processes.

The researcher comes to the process after it has happened, though re-interpretation and re-implementation of processes is on-going and may happen after the rationalized account has been given to the researcher, and indeed may be influenced by that rationalization. What the researcher is doing therefore, is retrospective analysis. Those teacher perspectives which concern us here are not descriptions or formulations of intentions. They are actors giving accounts of how they feel they should have behaved, as well as how they feel they did behave. They are therefore likely to be normative. It is not possible to argue that teacher stances on examinations caused those actors to act in the way they did, because first, the chronological sequence of events makes this impossible, and second, since they are likely to be post-hoc rationalizations, they do not coexist in a simple naming relationship with the events they seek to describe.
They are also subject to the mediating effects of the research process. The researcher offers a time and place specific perspective on that slice of reality which concerns them. Their positioned account implies a gap between those sets of rationalized perspectives and the researcher’s narrative report, in the same way as we have argued here that there is necessarily a gap between agents’ accounts of processes and what actually happened.

### Conclusion

The central focus of this chapter has been to document how qualitative research methods may be used to examine school practices. By focusing on the processes of data collection (foreshadowing the research problem, constructing a research plan, gaining access to
fieldwork sites, negotiating access within those sites, choosing which data collection methods to adopt, sampling within each case, adopting ethical and thus by implication epistemological frameworks, adapting the design to fit the burgeoning theory and analyzing the data), and on epistemological questions concerning those data, it is possible to show that these practices are essentially social and rooted in relationships between researcher and researched. This is in contrast to those working within research traditions which argue that data can be theory-free and independent of the values of the researcher. Qualitative research practitioners on the other hand, would argue that the adoption of such a stance involves a profound misunderstanding of the real relationship between data, methods and theory.
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Introduction

Grounded theory is most commonly thought of as a method of qualitative data analysis and is therefore distinguished from more traditional quantitative methods which, as Berg (1989) points out, are often given more respect due probably to the exalted view of science held by the educated public and its tendency to regard science as related to numbers and implying precision. Qualitative researchers often appear, therefore, to be suffering from an inferiority complex as they feel it necessary to defend their enterprise, often by attacking the perceived alternative of quantitative research, referring, for example to Kaplan’s famous statement ‘if you can measure it, that ain’t it!’ (cited in Berg, 1989; p. 2).

However, grounded theory is much more than simply a method of data analysis and legitimizing its use by reference solely to the quality/quantity debate does scant justice to the approach which actually adopts a far more sophisticated and persuasive rationale. In order to fully understand the rationale behind the grounded theory approach and the power it confers we must examine more closely the theoretical basis of research in the social sciences.

The Theoretical Basis of Research

Psychology and other social sciences have conventionally adopted the scientific meta-theory of empiricism and have therefore relied almost exclusively on the hypothetico-deductive logic of statistical inference which may be graphically represented as in Figure 13.1, below.

Starting from a body of theory, research hypotheses are formulated by a process of deductive inference and are then operationalized in an experimental design where the appropriate dependent and independent variables are measured and controlled for in a particular representative sample of the target population.

This formulation of the research process leads to a natural emphasis on the accurate measurement and recording of valid and reliable empirical data, while the task of the researcher is crystallized in the host of methodological problems such an endeavour engenders. As Agar (1986) points out, the questions which need to be addressed in
formulating a research problem are the product of the researchers’ ‘received view’ of science: ‘What is the hypothesis?’ ‘How do you measure that?’ ‘How large is your sample?’ ‘Did you pre-test the instrument?’ According to Levy (1981), psychologists have become preoccupied with methodological subtleties to the neglect of more substantive issues concerning the meaning of what researchers do:

The organism we study is a complex system. It is capable of presenting us with many faces’ postures, strategies, rule systems or whatever, depending upon what we do with it.

...measurement is not another methodological problem: it is a matter of substance —of the meaningfulness of the assignment of numbers and of their selected properties to behaviour—and that requires some theorizing about behaviour and not reference to some handbook of methodology. (p. 269)

Similarly in 1953, C. Wright Mills criticized the ‘abstracted empiricism’ of quantitative research for being atheoretical (cited in Silverman, 1993) and the critique of positivism has continued since this time, becoming ever more impassioned.

Denzin (1989) lists five characteristics of the positivistic paradigm which, he claims, ‘divorce the researcher from the world under study’ (p. 23) and which assume: (1) that ‘objective reality’ can be captured, (2) that the observer can be separated from what is observed, (3) that observations and generalizations are free from situational and temporal constraints, (4) that causality is linear and (5) that inquiry is value-free. Because of concerns about the applicability of these positivistic assumptions to human mental and social life, and as a result of the loss of meaning in an effort to maintain scientific rigour, there has, in recent decades been a shift by many psychologists and other social scientists towards an alternative qualitative and interpretive school of thought.

Silverman (1993) contrasts two schools of thought which he labels positivism and interpretive social science respectively, the former utilizing concepts of social structure, facts and quantitative hypothesis-testing while the latter is concerned with social construction, meanings and qualitative hypothesis-generation. However, other authors reject the supposed distinction between qualitative and quantitative approaches (e.g. Dabbs, 1982; Bryman, 1988). In any case, the reactionary nature of the debate does not,
in and of itself, provide a convincing argument for the value of qualitative methods such as grounded theory because, as Silverman goes on to note, ‘it became increasingly clear that “positivists” were made of straw since very few researchers could be found who equated the social and natural worlds or believed that research was properly theory-free’ (p. 21). Similar criticisms were made by Levy (1981) who, in his presidential address to the British Psychological Society, said that:

…we have a simplified view of science, perhaps due—for understandable socio-historical reasons—to our anxious desire to receive the accolade of being ‘scientific’. Perhaps the amount of scientific progress in psychology is inversely proportional to the time we spend arguing about it. I believe that science is much more a process of social exchange than many of us are prepared to admit. We shun the thought that scientific knowledge may be ideologically flavoured, yet ideologies as an aspect of the structure of personal and social knowledge, are properly part of psychology’s interests. We prematurely separate data and theory, sometimes calling data ‘fact’, when both data and theory are obviously intertwined in the processing of experience and ideas. We employ barely defensible notions of objectivity and subjectivity. We speak of ‘validating’ rather than ‘discovering the meaning of’. And we are tempted to speak of such things as objectivity, truth, proof and methodology where I believe we mean to refer to the more human and social qualities of communicability, generalizability, plausibility and interpretability. (p. 269)

Despite the criticisms of philosophical naivety which have been levelled against psychologists and other social scientists it is still possible to distinguish between traditional, positivistic, quantitatively oriented research and research which adopts an alternative paradigm. Thus there has developed a ‘paradigm dialog’ (Guba, 1990) in the social sciences between traditional positivism, on the one hand, and a host of qualitative and interpretive alternatives that have emerged to challenge it, on the other. As Phillips (1987) writes, ‘at the meta-level, expressions such as “crisis in the social sciences”, “uneasy social science”, “paradigm clash”, “hotbeds of pluralistic activity”, “garrulous and vacuous contributions”—and worse—are common, and indicate that important issues are being hotly debated’ (pp. vii–viii).

Alternative paradigms are often referred to broadly as qualitative methods, naturalistic approaches or any other of several ill-defined collective terms, however, despite the gamut of ‘alternatives’ which exist, they do share some common features, as noted by Marshall and Rossman (1989), for example. They characterized qualitative research as involving immersion in the everyday life of the chosen setting for the study, valuing participants’ perspectives on their worlds and seeking to discover those perspectives, viewing inquiry as an interactive process between the researcher and the participant, being primarily descriptive and relying on people’s words as the primary data. While Marshall and Rossman’s characterization of alternative paradigms gives a useful indication of the nature of qualitative research, it does little to illuminate the underlying philosophical issues which lie at the heart of the different approaches to social research.
These issues revolve around two, or possibly three, sets of questions: ontological, epistemological and, according to Guba (1990), methodological. That is, the researcher needs to know what is knowable, the nature and status of knowledge claims and how to discover them. In order to highlight the different positions held on each of these issues by researchers in each of the paradigms and also to avoid the criticism of philosophical naivety, let us examine briefly recent developments in the philosophy of science.

Positivism adopts a realist ontology, that is it assumes that there exists a reality driven by immutable natural laws, and the object of science is to discover those laws and thereby describe the true nature of reality by the process of empirical experimentalism. This method grapples with the complexity of the natural world by controlling for confounding variables and it is committed to an objective epistemology; if there is one true world ‘out there’, then it is possible to know about it (discover the truth) by eliminating subjective experimenter bias.

This represents the scientific world view commonly held by many psychologists but, as Phillips (1987) has noted, stemming from the work of Popper, Kuhn, Lakatos and others, a new understanding of the logic of science has been forged in recent decades. Popper showed that, because empirical support for theoretical propositions relied upon statistical sampling and inductivist principles, the logic of experimentation must rest on falsificationism, rather than verificationism. The classic example is that of the white swan. As it is never possible for someone to observe all swans, they must select a sample of swans. If all the swans in this sample are white, it does not necessarily follow that all swans are white; this particular observation has not verified the proposition that all swans are white, it has merely not refuted or falsified it. Later Hanson (cited in Phillips, 1987) demonstrated the theory-laden nature of observation claiming that the background knowledge held by an investigator strongly influences what is observed. Thus positivism was shown to be fallible in that the accumulation of evidence permits a host of alternative theories to coexist, but does not compellingly disqualify any.

A further development in the philosophy of science stemmed from the growing respect for the historiocity of science in the work of Kuhn (1962) for example. Kuhn’s central thesis was that the key concepts of a science and the methodological rules to be followed are dependent upon the particular paradigm within which a scientist works and therefore when a paradigm shift occurs, the old concepts and rules are no longer valid. Thus, within any particular science, the knowledge accrued within any particular paradigm at any given time can not really represent absolute knowledge or ‘truth’, as it is necessarily relative and changes when another paradigm shift occurs. While Kuhn’s work has been criticized, largely because of his postulate concerning the incommensurability of different paradigms, it certainly highlighted the important dynamic quality of ongoing scientific programmes and this theme was taken up by Lakatos who acknowledged the dynamic nature of science and proposed that it is guided by a ‘positive heuristic’ under which it is improved as it increases its scope to account for new facts.

Thus it can be seen, from our brief excursion into the philosophy of science, that the psychologist’s belief in a positivistic ontology and epistemology as the basis of scientific research is indeed naive as we are now in a post-positivistic era. Post-positivism maintains that scientists employ exactly the same type of fallible reasoning as other types of
intellectual endeavours, adopting a justificationist epistemology and seeking justified belief in knowledge claims (Phillips, 1990). Thus claims of knowledge are accepted because they are soundly based, either by the experience of observation (empiricism) or by appeal to reason (rationalism). To argue that qualitative research is better than quantitative research simply on the grounds that quantitative research is positivistic and therefore inappropriate for social science is naive and ill-founded. It may well be that the types of quantitative research in which psychologists and other social scientists currently engage in under the banner of science are inappropriate for the study of human social and mental life, however such a position must surely be justified on the basis of a refutation of the methods of science due to their incompatibility with the nature of the object of study.

If one examines the historical development of science beginning with the increased interest in classical thought of the Renaissance, one can see that science was never developed as a method of investigating such things as human thought processes. Prior to the Greek philosophers, people generally believed that things were explainable in terms of a supernatural influence. Aristotle challenged this idea and proposed that every event had a given cause (or rather causes, for he proposed that any object or event has four causes: the material cause which is what it is made up of, the efficient cause which is the force or agent which moves the object or causes events to happen, the formal cause which is the pattern or form of the object and final cause which is its end or purpose). During the Renaissance some philosophers rejected final causes for explaining natural phenomena as they involved the ascription of intention or purpose to objects. Similarly, formal causes were rejected as they merely provided different ways of classifying or describing objects or events rather than explaining them. This reformulation enabled the very rapid accumulation of knowledge and advancement of the natural sciences. Thus the purpose of science as developed from the period of the Renaissance was to explain natural (i.e. physical) phenomena, but this is rather different from explaining people, where formal and final causes are extremely important. For example, if final causes are excluded then one is forced to understand agency merely in terms of goal-directedness according the satisfaction of motivational drives, rather than as human engagement in purposeful activity, and we are left with a ‘hopelessly reductive human science, in which goals such as survival and reproduction are the ultimate explanatory factors, and issues of significance are ignored altogether’ (Benner and Wrubel, 1989; p. 32). The problem remains, however, that exactly what constitutes these ‘issues of significance’ is, as yet, unknown as psychologists have failed to come up with an adequate account of what it is to be a conscious human being. The nearest they have come to such an account may be something like the sociocognitive account of mental functioning (e.g. Fiske and Taylor, 1984) which is really considered to be something akin to a paradigmatic approach rather than an account of the nature of human beings. In any case, this account is far from universally held by even a majority of psychologists who cling to the reductionism of the natural sciences which, in conjunction with Lockian notions of the person as a passive receptor of information from the environment, and Cartesian dualism, has resulted in theories of mechanistic human mental functioning, even to the extent that, in the most extreme form of cognitivism, the mind is viewed as analogous to a computer.
The socio-cognitive model of human functioning draws on theory and data from the fields of both cognitive and social psychology and assimilates the two areas into a new, hybridized whole. The paradigm relies on no single theoretical framework, but socio-cognitive research shares a set of assumptions about the nature of human beings as social thinkers, naive scientists and cognitive misers. Social cognition is mentalistic and process-oriented, focusing on elements such as attribution, attention, inference, memory and schemata and, from its origins in both phenomenology and experimental cognitive psychology, is able to relate the private and subjective life-world of the individual to the general cognitive processes common to all people.

Given such an account of human functioning and the aims of science to search for justified belief in knowledge claims, the hypothetico-deductive method of empirical experimentalism, while useful as part of the ‘tool-kit’ of the social scientist, does not provide the sole solution to method in the social sciences. In the words of Lincoln and Guba (1985), its neglect of the subjective life-world of individuals ‘has produced research with human respondents that ignores their humanness, a fact that has not only ethical but also validity implications’ (p. 27).

Grounded theory adds to the tool kit of the social scientist by allowing the investigator to enter the life-world of participants’ own understandings while maintaining the search for justified belief central to a scientific enterprise. In the words of Corbin and Strauss (1990),

grounded theorists share a conviction with many other qualitative researchers that the usual canons of ‘good science’ should be retained, but require redefinition in order to fit the realities of qualitative research and the complexities of social phenomena…significance, theory-observation compatibility, generalizability, consistency, reproducibility, precision and verification. (p. 4)

In contradistinction to the emphasis on verification of the hypothetico-deductive system of logic, grounded theory utilizes induction directly in an attempt to build theory from observation. In this sense, it is not incompatible with the deductive theory-testing of the hypothetico-deductive system as depicted in Figure 13.1, but it is truly driven by observation of the phenomenon under study and turns the chain of logic on its head with inductivism taking the primary role and deductive inferences following on from this. In the preface to their seminal work The Discovery of Grounded Theory, Glaser and Strauss (1967) explained how grounded theory was complementary to the theory testing prevalent in most social science research and aimed towards the generation of theory:

Attempts to close the gap between theory and research have concentrated principally on the improvement of methods for testing theory… Our book is directed toward improving social scientists’ capacities for generating theory… What is required, we believe, is a different perspective on the canons derived from vigorous quantitative verification on such issues as sampling, coding, reliability, validity …conceptual formulation, construction of hypotheses and presentation of evidence. We need to develop canons more suited to the discovery of theory.
These guides, along with associated rules of procedure, can help release energies for theorizing that are now frozen by the undue emphasis on verification. Although our emphasis is on generating theory rather than verifying it, we take special pains not to divorce these two activities, both necessary to the scientific enterprise. (p. vii)

Having thus examined how grounded theory fits in with the theoretical underpinnings of social science research, we are now able to appreciate the usefulness of such an approach in the post-positivistic scientific endeavour of the search for justified belief in knowledge claims. We now turn to examine the emergence of grounded theory, not only as a method of data analysis, but as a method of investigation from the inception of a research project through decisions about sampling and data collection to analysis and finally the presentation of results. In order to achieve this, we firstly take a brief look at the historical development of grounded theory and then examine in more detail some of the procedures it adopts.

The Discovery and Development of Grounded Theory

Grounded theory was first presented to the research community in Glaser and Strauss’s 1967 book which described how theory could be constructed from data by the development of *in vivo* categories and their properties using the method of constant comparison (see below). Glaser and Strauss also described the process of theoretical sampling and how one moves from substantive grounded theory, relating to the particular context under study, to formal grounded theory which is more general in its scope. Finally, they discussed how insight on the part of the analyst aids theory construction.

Glaser and Strauss aimed to legitimize and encourage the generation of theory, set out the general method of comparative analysis which they advocated and finally, to stimulate others to publish their own methods for generating theory (Glaser and Strauss, 1967). Interestingly, in a later article written with Juliet Corbin, with whom he has published much subsequent work, Strauss claims rather different aims of the book, namely that it aimed to offer a rationale for theory that was grounded, suggest the logic and specific procedures for generating grounded theories and to legitimate qualitative research in general (Strauss and Corbin, 1994). In fact, since the publication of their seminal work in 1967, when they collaborated on research in the School of Nursing at the University of California into American health institutions and related topics such as dying, there has been something of a split between the two researchers. Stern (1994) reports that even back in the 1960s and 70s, students of Glaser and Strauss ‘knew the two had quite different *modus operandi,* but Glaser only found out when Strauss and Corbin’s *Basics of Qualitative Research* came out in 1990, whereupon Glaser wrote his second solo book on grounded theory’ (p. 212), however, the title of a recent (1991) article by Glaser, *In Honor of Anselm Strauss: Collaboration,* would suggest that the two were not quite as inimical as Stern implies.

In any case, following the publication of *Discovery,* Glaser (1978) produced a volume entitled *Advances in the Methodology of Grounded Theory: Theoretical Sensitivity* to give it its
full name, or just *Theoretical Sensitivity* for short. This volume went beyond the scope of *Discovery* by developing ideas concerning the social psychology and creativeness of the analyst which merely surfaced in the final chapter of their original work. Theoretical sensitivity is a quality of the analyst which allows him or her to think analytically and transcend the data to produce theoretically dense grounded theories and will be explained more fully in the following section. In this volume, Glaser also explains the nature and process of memoing, theoretical coding, sampling and sorting and the write-up and generation of formal grounded theory.

Nearly a decade after Glaser’s solo volume, Strauss (1987) published a solo volume of his own entitled *Qualitative Analysis for Social Scientists* which discussed in detail the basic analytic procedures of grounded theory. In the preface to this book Strauss wrote of Barney Glaser that he ‘teaches and uses [grounded theory] in research essentially as I do. There are some differences in his specific teaching tactics and perhaps in his actual carrying out of research, but the differences are minor’ (p. xiv).

Since this time, Strauss and Corbin have collaborated on several publications about grounded theory (e.g. Strauss and Corbin, 1994; Strauss and Corbin 1990; Corbin and Strauss, 1990) which document the development of the grounded theory approach, outline its theoretical basis and assumptions and provide clear guidelines on how to actually perform and evaluate grounded theory research. In the preface to their book on the subject, Strauss and Corbin (1990) write that:

> This is the fourth in a series of books on grounded theory [referring to Glaser and Strauss (1967), Glaser (1978) and Strauss (1987) as the other three]… If you read and study each of these books, which we strongly advocate, you will find that some of their terminology and specific recommended procedures are not always identical… Basically, however, all of the books express an identical stance towards qualitative analysis and suggest the same basic procedures. (p. 8)

It wasn’t until the publication of Glaser’s second solo book in 1992 that the differences between the two researchers referred to by Stern (1994) became glaringly obvious, with Glaser suggesting that the Glaserian and Straussian methods should be distinguished and even given different names. While these differences are significant, it is still possible to refer to a corpus of information which one may label ‘grounded theory’ and which is set out in the following section.

As Turner (1981) noted, the initial formulation of grounded theory by Glaser and Strauss met with only limited interest, while it took a further two decades before those doing qualitative research showed much appreciation for the explicit and systematic conceptualization of grounded theory. Notwithstanding the differences in opinion about grounded theory between the original authors, along with an increase in popularity comes the diffusion of a method and, as highlighted by Strauss and Corbin (1994), the diffusion of grounded theory methodology ‘seems recently to be increasing exponentially in numbers of studies, types of phenomena studied, geographical spread and disciplines (education, psychology, nursing and sociology, for example)’ (p. 277). Strauss and Corbin go on to note the risks attending such diffusion such as the tendency to label a study as adopting
grounded theory merely because it has become fashionable to do so. This leads to a bastardization of the original method which compromises its integrity and therefore potentially weakens it, as evidenced by the title of Stern’s (1994) recent article, ‘Eroding Grounded Theory’. Stern claims that one reason for the erosion of grounded theory stems from what she calls the ‘menace of minus mentoring’, that is the learning of grounded theory from a book or book chapter rather than the face to face training seminars advocated by Glaser (1978). Thus she ironically concludes her article about grounded theory with the injunction ‘Get thee to a mentor’.

Strauss and Corbin (1994) also go on to highlight a second problem of the rapid diffusion of grounded theory which derives from its piecemeal adoption and which means that it may be used inappropriately when other methods may serve the purpose better. Indeed the piecemeal adoption of different methods is rife in qualitative research as pointed out by Morse (e.g. 1994) who refers to the practice of ‘muddling methods’ and Baker et al. (1992) who suggested that ‘method slurring’ often occurs between grounded theory and phenomenology.

A further problem associated with the widespread diffusion of grounded theory stems from the way it was initially presented in Discovery and relates to its inductive nature. According to Glaser and Strauss’s original formulation, the investigator can go out into the field without having reviewed the existing literature. This is a corollary of the inductive nature of grounded theory and the desire not to ‘contaminate one’s effort to generate concepts from the data with preconceived concepts that may not really fit… The danger is to force the data in the wrong direction if one is too imbued with concepts from the literature’ (Glaser, 1978; p. 31). This is a very attractive proposition for the novice researcher or post-graduate student as it legitimizes doing the fun bit of research (going out into the field) without having to first do the boring bit (sitting in the library), however, Glaser goes on to note that ‘when reading for his research, the analyst should read for ideas… [which] …of course, make one theoretically sensitive, and…make the analyst sensitive to what he may discover in his data’ (p. 32). There is indeed some controversy over when is the correct time to review the literature. However, in the current authors’ opinion it is necessary to perform a literature review of previously published material in the area; if this were not performed, how would the researcher know that his or her project had not already been undertaken? The skill of the grounded theorist lies in reading around the project in order to become theoretically sensitive, while at the same time phenomenologically ‘bracketing’ specific theoretical knowledge while actually performing the analysis. The necessity to perform at least some degree of literature review before collecting data is supported by the comments of Strauss and Corbin (1994) who write:

because of the partly rhetorical purpose of that book (Glaser and Strauss, 1967) and the authors’ emphasis on the need for grounded theories, Glaser and Strauss overplayed the inductive aspects. Correspondingly, they greatly underplayed… the unquestionable fact (and advantage) that trained researchers are theoretically sensitized… Many people still get their conceptions of grounded theory from the
Thus, since its original formulation in 1967, grounded theory has evolved and matured with each successive generation of researchers and there are those who work more or less closely to its original canons as expounded by Glaser and Strauss. The original grounded theory derives its theoretical underpinnings from Pragmatism and Symbolic Interactionism (Corbin and Strauss, 1990), although others have labelled it as an interpretive method which has phenomenology as its philosophical basis (e.g. Stern, 1994). While it is true that grounded theory and phenomenology do share several features in common such as exploiting the rich, thick description of human experience and seeking understanding of a problem through the participants' own words and frames of reference, as Baker et al. (1992) point out, the two approaches 'are based on different intellectual assumptions and, flowing from these, have clear differences in purpose and methodological prescriptions' (p. 1355). The legitimacy of adopting only parts of the grounded theory method, or any other method for that matter, must ultimately rest upon the justifications put forward by individual researchers, however perhaps there are a core of procedures and stages of analysis which define grounded theory as implied by Glaser (1978) who wrote, in reference to the production of theoretical memos, that ‘if the analyst skips this stage by going directly from coding to sorting or to writing—he is not doing grounded theory’ (p. 83). For this reason the current authors reserve the term ‘grounded theory' for those analyses which closely resemble the original definition of the method in that they include all of the stages advocated by both Glaser and Strauss with only minor modifications, while analyses which include only some of the stages are labelled ‘grounded analyses’. Alternatively, Strauss and Corbin (1994) consider that the definitive features of the grounded theory method consist of the grounding of theory upon data through the process of ‘data-theory interplay’, the making of constant comparisons, the asking of theoretically oriented questions, theoretical coding and the development of theory, however they go on to comment that:

no inventor has permanent possession of the invention—certainly not even of its name—and furthermore we would not wish to do so. No doubt we will always prefer the later versions of grounded theory that are closest to or elaborate our own, but a child once launched is very much subject to a combination of its origins and the evolving contingencies of life. Can it be otherwise with a methodology? (p. 283)

Having given a brief outline of the history of grounded theory and discussed some of the issues its subsequent evolution has raised, we go on, in the next section, to examine the procedural details of how to do grounded theory by describing and explaining a number of processes through which a grounded theory study progresses. However, before this can be done, a word of warning is in order. As we have seen, different authors have used various interpretations of grounded theory in different ways, even to the extent that there is disagreement between the original authors, and it must be noted, therefore, that the following guidelines represent the current authors’ interpretation of the grounded theory
method, based primarily on reading the work of each of its two inventors, Barney Glaser and Anselm Strauss.

### The Procedures of Grounded Theory

The procedures used in grounded theory may be succinctly summarized in the form of a table such as that which may be seen in Table 13.1. While the table implies a series of stages, it is not our intention to imply that these stages are discrete, or that they follow each other in a strict linear sequence. As noted by Glaser (1978) ‘as one moves forward, one constantly goes back to previous steps’ (p. 16) and similarly, Strauss (1987) writes that ‘the essential procedures for discovering, verifying, and formulating a grounded theory...are in operation all through the research project and...go on in close relationship to each other, in quick sequence and often simultaneously’ (p. 23). Obviously some stages must logically precede others, for example one cannot develop any categories unless one has gathered some data, however, the table below represents merely a heuristic device

<table>
<thead>
<tr>
<th>Process</th>
<th>Activity</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Collect Data</td>
<td>Any source of textual data may be used but semi-structured interviews or observations are the most common.</td>
</tr>
<tr>
<td>2</td>
<td>Transcribe Data</td>
<td>It is necessary to produce full transcriptions of the data in order to analyze it.</td>
</tr>
<tr>
<td>3</td>
<td>Develop Categories</td>
<td>Categories are developed from the data by open coding of the transcripts.</td>
</tr>
<tr>
<td>4</td>
<td>Saturate Categories</td>
<td>Further examples are gathered as one proceeds through the transcripts until no new examples of a particular category emerge.</td>
</tr>
<tr>
<td>5</td>
<td>Abstract Definitions</td>
<td>Once the categories have been saturated, formal definitions in terms of the properties and dimensions of each category may be generated.</td>
</tr>
<tr>
<td>6</td>
<td>Theoretical Sampling</td>
<td>From the categories which have emerged from the first sample of data, choose theoretically relevant samples to help test and develop categories further.</td>
</tr>
<tr>
<td>7</td>
<td>Axial Coding — The development and testing of relationships between categories</td>
<td>Using the method of axial coding, possible relationships between categories are noted, hypothesized and actually tested against data which is being obtained in ongoing theoretical sampling.</td>
</tr>
<tr>
<td>8</td>
<td>Theoretical Integration</td>
<td>A core category is identified and related to all the other subsidiary categories by means of the coding paradigm, and links with existing theory are established and developed.</td>
</tr>
<tr>
<td>9</td>
<td>Grounding the theory</td>
<td>The emergent theory is grounded by returning to the data and validating it against actual segments of text.</td>
</tr>
<tr>
<td>10</td>
<td>Filling in gaps</td>
<td>Finally, any missing detail is filled in by the further collection of relevant data.</td>
</tr>
</tbody>
</table>

Table 13.1: The Processes of A Grounded Theory Study
which may be used to describe the family of inter-related procedures used to generate
grounded theory and, while we may talk of stages, progression and previous and
subsequent procedures, the dynamic and iterative nature of grounded theory is hereby
noted. Having made our apologies, we now go on to discuss the first stage of any
grounded theory, that of data collection.

Stage 1.
Data Collection

As previously mentioned, grounded theory derives its theoretical basis from symbolic
interactionism. Symbolic interactionists suggest that individuals order and make sense of
their world according to shared meanings which they develop through a process of social
interaction and which are conveyed by the reflexive use of symbols. Thus, according to
Morse (1992), grounded theory ‘provides a means for eliciting these meanings and for
describing the psychological and social processes that have been developed to assist people
make sense of their world’ (p. 257). Grounded theory is therefore able to exploit the
richness and thick description of human experience through the participants’ own words
and frames of reference and, for this reason, the primary source of data in a grounded
theory is the semi-structured interview, although the actual method of analysis can be
used to analyze any form of textual data, such as observations, newspaper reports or diary
entries. Thus with respect to both the source of data and how to actually go about
gathering it, grounded theory offers little advice, other than to suggest one refers to the
ethnographic interview and fieldwork literature in order to follow the usual procedures to
avoid biasing responses and to assure credibility (Corbin and Strauss, 1990).

Stage 2.
Transcription of Data

It is very important to produce full transcriptions of your data in the initial stages of data
collection, however, once analysis has begun on the first few interviews, the researcher
already has the beginnings of an emerging theory. Just as theoretical sampling (see Stage 6
below) guides what kind of data you sample, so your emerging theory may guide exactly
what data should be transcribed. Strauss and Corbin (1990) advise that one should be
selective and transcribe only as much as is necessary, however this merely reformulates
the question of how much to transcribe. There is no point in transcribing reams of data
which is irrelevant, but until enough data has been collected to allow the theory to
emerge, one must transcribe everything as, until one has an idea of the story which the
data tells, one does not have the criteria necessary for selectivity. Finally, Strauss and
Corbin advise that if this is your first grounded study, or you are still quite inexperienced,
then it is wiser to transcribe all the data. Ultimately, however, the decision rests with the
individual researcher who is under an obligation to justify why some bits of data were not
transcribed.

We will just mention briefly the format in which the data is transcribed, which involves
using only the left hand side of the page. This leaves the right hand side of the page free to
write your codes on. Also, it is useful to number the lines of text for future reference and using double spacing makes the process of reading and coding the transcripts easier. Finally, because the process of coding involves taking chunks of text and sorting them according to the categories which are developed, it is necessary either to have several photocopies of each transcript which are cut up into segments of text at various stages or to use a computer which is able to search and gather chunks of text for you and then print them out. The current authors’ preferred aid to analysis consists of a qualitative analysis computer software package called ‘The Ethnograph’ (Seidel et al., 1988). This package allows one to produce as many soft or hard copies of the data as necessary and greatly speeds up the mechanics of analysis, however packages such as these cannot do anything that could not be done with several copies of your data, a pair of scissors and gallons of glue; they do not ‘do’ the analysis for you, they merely make the mechanics of analysis easier and quicker, thereby freeing up your intellectual capacities to concentrate on the actual analysis itself.

Stage 3.
The Development of Categories

The development of categories lies at the heart of the grounded theory method and begins as soon as the first interview has been recorded and transcribed. Thus data collection and analysis go on simultaneously in grounded theory, with the analysis producing the emergent theory which in turn guides data collection. Categories are developed using the method known as open coding which consists of reading through the transcripts line by line and breaking down the data into discrete parts known as chunks or segments. A segment may consist of an idea, an event, a name or something that represents a particular phenomenon, but it generally consists of a concept. Thus open coding involves reading through the data and conceptualizing it into meaningful units of analysis. As for what constitutes a ‘meaningful unit of analysis’, this depends on the research questions you are asking. In open coding it is important to analyze the data minutely and the current authors therefore generally take the smallest meaningful unit of analysis, by which we mean a chunk of text which stands on its own and which is meaningful and therefore interpretable in isolation from its context. An initial reading through of a transcript may generate literally hundreds of such chunks, segments, or concepts.

The next stage of open coding consists of categorizing the concepts which means gathering similar concepts, i.e. concepts which relate to the same phenomenon, together and labelling this group of concepts. The conceptual categories are at a higher level of abstraction than the individual concepts, or exemplars, of a category. A quick note about terminology here: the terms ‘concept’ and ‘category’ are often used interchangeably by grounded theorists as a category is merely the collection of specific ways in which a concept has appeared in the data.

Coding is an art and is very difficult to learn how to do properly, however as Strauss (1987) points out, ‘the excellence of the research rests in large part on the excellence of the coding’ (p. 27). In open coding it is important to think analytically, that is one must not merely describe the data or paraphrase it, but one must ‘see with analytic depth what
is there’ (Strauss and Corbin, 1990; p. 76) and in order to do this, one needs theoretical sensitivity. Theoretical sensitivity opens up our thinking about the phenomenon we are studying and is a characteristic of the researcher which consists of having insight into the data and the capacity to understand and see what is actually there in the data. It enables us to shake loose the blinkers which we habitually wear and which are composed of assumptions, experience and immersion in the technical literature.

Paradoxically, our personal and professional experience, as well as a knowledge of the technical literature, can provide the source of theoretical sensitivity in that they make us aware of the sort of assumptions which we may hold. We must step back from and question those assumptions, bracketing them in order to maintain an attitude of scepticism towards anything which is not directly suggested by the data themselves. It therefore allows us to formulate theory which is faithful to the reality of the phenomenon under study. Strauss and Corbin (1990) offer a number of techniques for stimulating and enhancing theoretical sensitivity which aim to steer your thinking out of the confines of both the technical literature and personal experience, avoid standard ways of thinking about phenomena, stimulate the inductive process, focus on the data and not take it for granted, prevent rushing past ‘diamonds in the rough’ when examining data, and discover properties and dimensions in the data. These techniques consist of asking a series of fundamental questions of the data such as who does it relate to, who is it about, who else is involved, what is it about, what is going on, how and why is it occurring, when does it occur, who controls it…and a whole series of questions about the particular phenomenon of the form who?, when?, where?, what?, why?, how? and how much? Questions such as these are asked of the word, phrase or sentence and it can be an eye-opening and fascinating experience asking these questions, formulating tentative answers to them and checking out these provisional answers by referring back to the data.

A second technique for enhancing theoretical sensitivity consists of the making of comparisons. As has been mentioned, grounded theory is often called the constant comparative method because one is constantly making comparisons between a particular concept and other concepts and categories, looking for similarities and differences. This assists the researcher to guard against bias and produce valid and reliable analyses because as each category is being developed, it is constantly being verified and refined or else rejected according to whether or not it is present in the data, how pervasive it is and what different forms it may take. Thus, as Glaser (1978) points out, categories must earn their way into the theory by systematic generation from the data. Similarly, by asking questions of the data and coming up with provisional answers, we are going beyond the data to produce provisional hypotheses which must then be verified by returning to the data. Thus our tentative answers are only ever provisional and must be checked out and either rejected or confirmed by the data, or else revised to fit the reality of the situation under study.

As well as comparing concrete segments of data with other segments of data, the researcher must also think abstractly about it and make comparisons against hypothetical categories and concepts. For example, using the ‘flip-flop’ technique, one compares a concept which has emerged from the data with its hypothetical opposite along any particularly salient dimension. It will be useful here to consider an example piece of text
to see how it is coded. The following piece of text was taken from a study by one of the current authors (DTB) about minor forms of stress:

I: Right and how do you react when this sort of thing happens?
S: Um, well, basically if I get annoyed I feel like I could tell them to put it right and, um, if somebody else is not doing their job and they should be doing their job and sorting it out, for instance we just got to Waterloo station on our way here today and when you get there, there’s no information you can find which is relatively simple and so I just said to somebody else, I said the way they run this station, you know, sort it out it’s just ridiculous.

Now, looking at this piece of data, we can see that the participant mentions someone doing their job, so we might suggest the category ‘meeting responsibilities’. Now, by examining the data closely and thinking about the data analytically using the questioning and comparison techniques that have been discussed, one is able to pick out the properties or attributes of the category and its dimensions. By thinking about this example and looking at other examples in the same category, we may notice that it appears to have the attribute of frequency, that is how often are responsibilities met which may appear to vary along the dimension always-never. Another property of meeting responsibilities may be extent—that is—to what extent are responsibilities met, and this may vary along the dimension ‘not at all’ to ‘exceedingly well’. This process is known as dimensionalizing the data and is used to help define the categories in Stage 5 of the analysis where the provisional properties and dimensions are either confirmed or disconfirmed by their presence or absence in actual data.

Now, in the ‘flip-flop’ technique of making comparisons, we compare an incident with a hypothetical extreme along a salient dimension, so for example in thinking about how the fact that the station administrators at Waterloo were not meeting their responsibilities we can see that this made the participant angry and made him want to complain. Now, if we compare this to a hypothetical case where the responsibility of providing clear and easy to understand information was at the other end of the dimension of the property ‘extent’ and was performed exceedingly well by, for example, an efficient, user-friendly interactive computer terminal, how would this make the participant feel? Would he still feel annoyed? What is it about whether or not an individual meets his or her responsibilities that causes annoyance? Is it a matter of principle, that the participant feels a moral code is being violated? Or does it only annoy him when it affects him or his plans directly? I recall that I have another category called ‘planning’, so how does this category relate to the plans the participant has made in catching the train? How would meeting responsibilities exceedingly well in this case affect him? Would he still want to complain? Would he congratulate the station staff? What motivates him to complain?… We can see that by making this sort of comparison, we have managed to think deeply and analytically about the data, discovered some of its salient properties and dimensions, uncovered possible relationships between other categories and generated further questions which need verification. Open coding, in which the data is analyzed minutely, enables us to create conceptually dense theories, while the techniques described to enhance theoretical sensitivity aid the generation of theoretically dense explanations because they open up our
creative thinking abilities, giving us new avenues to explore and therefore new insight into the data.

The types of comparisons which are made may be far-out or close-in so that, for example, in comparing one category with another, we may compare catching a train with catching a bus. This is a close-in comparison because each activity has much in common and shares many of the conceptual properties, however, we could also compare catching a train with swimming at the local swimming pool. This is a far-out comparison because it seems far removed from the phenomenon under study. Upon initial consideration the making of such comparisons may appear to be quite ridiculous and a waste of time, but if we think about the sort of issues and questions such a comparison raises we can see that it is actually a useful technique to encourage analytic thought, an integral part of theoretical sensitivity. For example, swimming at the local pool is a leisure activity, but catching a train is not. Or is it? It can be; what does this depend on? We often feel relaxed while swimming at the local pool, but not when catching a train. Why is this? When we catch a train we are bound by the timetable but this is not so when we are swimming; is this anything to do with it? We have control over when we start or stop swimming, but not over when the train runs; is this relevant? There exists a literature about control and its relation to stress. Does it have anything to say about this particular incident? Have any of the concepts it refers to already emerged from the data? This may be interesting to look at during later stages of analysis, but for now, I will bracket my knowledge about control theory and concentrate on what my data says. You can see that the use of such comparisons really stimulates the train of thought and allows us to go beyond an individual segment of data and think creatively, whilst always making sure that we return to our data in order to ground our emerging theory in it.

The techniques described enable the researcher to think analytically rather than descriptively about the data and help to make the analysis theoretically and conceptually dense by helping to generate provisional categories and their dimensions and think about generative questions and the inter-relationships between categories. One can see that open coding is time-consuming but is also fascinating, triggering off creative, stimulating, exciting and complex trains of thought. By scrutinizing the document very closely, line by line or even word by word, and producing concepts which seem to fit the data, but which are only, as yet, provisional the analyst quickly produces enormous numbers of questions and amounts of information relating to the data and in order to help us keep track of our thoughts and the progression of the analysis, we need to use the adjunctive procedures of memos and diagrams. Memos are simply notes to ourselves and may be code notes, theoretical notes or operational notes. In open coding we use only code notes which are memos about concepts and categories and their properties and dimensions. They consist of a dated memo with a heading to indicate what type of memo it is and to what concepts and categories it pertains. They can contain short quotes or phrases in the form of segments of text but are conceptual in nature in that they are not about specific people or incidents, but about abstractions of incidents, events or happenings to which particular concrete examples pertain. This is a result of the nature of grounded theory which may be represented by the ‘concept-indicator model’ (Strauss, 1987). This model may be seen in
Figure 13.2, below and represents the way in which conceptual coding is guided by a set of empirical indicators.

![The Concept-Indicator Model (Strauss, 1987)](image)

The model shows how events or happenings observed in the data serve as empirical indicators of a concept which the analyst derives from them, initially only provisionally, but later with more certainty. The indicators are compared to each other and from these comparisons, those that share similarities are taken to be indicators of an emergent abstract concept or category, the nature of which is indicated by the nature of those features which the indicators have in common. The indicators are then compared directly to the category along with additional indicators which occur in the data and the category is thereby refined as further properties of it are generated and the code becomes verified and saturated (see Stage 4). Thus a further question to ask which increases theoretical sensitivity when doing open coding is ‘what category does this incident indicate?’ (Glaser, 1978).

Code notes refer, then, to the abstract category, but may contain examples of empirical indicators. They may also include lists of and questions about the attributes and dimensions of a particular category and its possible relationship to other categories. Operational memos on the other hand are simply reminders about things you have to do, such as look up a particular reference, make a list of codes, sort and order previous memos or consider a particular sample to interview next, for example. Theoretical memos and diagrams are discussed more fully below under Stage 7 of the analysis. Having gone through the basic procedures associated with open coding we now turn to look at the next stage of analysis, that of the saturation of categories.

**Stage 4. Saturate Categories**

Open coding is the predominant type of coding in the initial stages of data collection and analysis, but may come to a temporary stop when the categories have been saturated. Glaser and Strauss (1967) and Strauss (1987) called this ‘theoretical saturation’ and describe it as the point at which additional analysis no longer contributes to discovering anything new about the data and thus it is not really a discrete stage of the research or something which you actually do; it just happens that at some time in the analysis you are not learning anything new about a category. At this point, new instances of the category are not coded since this ‘only adds bulk to the coded data and nothing to the theory’ (Glaser and Strauss, 1967; p. 111) and ‘the researcher feels confident that he or she is
fully aware of what is meant when any new phenomena encountered are classified into the
category in question’ (Turner, 1981; p. 236). Glaser and Strauss (1967), in their original
formulation, also used the term ‘theoretical saturation’ as a threshold criterion which
determined how many groups should be sampled for each theoretical point, stopping
theoretical sampling when data from the different groups did not lead to any development
of a particular category. Saturation will occur at different times for different categories
and is ultimately a decision for the individual researcher. Once a category is saturated, the
researcher may progress on to the next stage of the research.

Stage 5.
Abstract Definitions

This stage of research involves formulating an abstract definition of each of the categories
in terms of their properties, dimensions and subcategories. By this stage, the researcher
will have saturated the categories and constant comparisons will have generated an
accumulated knowledge about each of the categories in the form of a number of code
notes relating to them and their properties and dimensions. At this point the researcher must
formulate an explicit abstract definition of each category by integrating those properties in
terms of the qualities which are being implicitly recognized each time a new incident of
the category is recognized. The process of defining categories is exacting and demanding
but, as pointed out by Turner (1981), often develops a deeper and more precise
understanding of the nature of the phenomenon being studied and may cause the
researcher to decide that theoretical saturation has not been reached and further open
coding or theoretical sampling is therefore required.

Stage 6.
Theoretical Sampling

Theoretical sampling refers to the process of deciding on analytic grounds what data to
collect next and where to collect it by sampling particular groups of people according to
their significance to the development and testing of the emergent theory. Theoretical
sampling is perhaps the least discrete of all stages in the grounded theory research process
as it occurs right from when the first open coding is complete up until the final stages of
filling in the gaps. It refers to the types of questions which are asked of participants, and
the types of participants who are asked, and particular questions or samples of people are
chosen because of their proven theoretical relevance in terms of their repeated presence
or absence which has been noted in the process of constant comparison. They are also
chosen to permit comparison between more or less similar groups which not only
determines the generalizability of the emerging theory, but also increases theoretical and
conceptual density by maximizing the possibility of discovering new relevant categories
and also of finding differences at the dimensional level between properties of a particular
category. Sampling may cease only when one has achieved full theoretical saturation not
only of each of the categories, but of the theory as a whole and this occurs in the final
stage of filling in the gaps.
Axial coding refers to the process of making connections between categories by use of a ‘coding paradigm’. The coding paradigm is a heuristic device used to generate questions and provisional answers and hypotheses about the relationships between categories and may be represented graphically as in Figure 13.3, below.

The diagram shows a set of possible relationships that may exist between categories or between categories and their subcategories. The paradigm is therefore also used in Stage 5 of the grounded theory process, abstracting definitions. It consists of a model of the conditions, interactions and consequences surrounding the particular phenomenon under study and has several components. Causal conditions refer to the events or incidents that lead to the occurrence or development of a phenomenon, while the context represents both the specific properties of the phenomenon and the specific conditions under which the sequences of action and interaction it stimulates take place. Intervening conditions refer to the broad and general conditions which influence the sequences of action and interaction. Action and interaction refer to the ways in which an individual or group of individuals respond to the phenomenon in terms of the purposeful, goal-oriented strategies they adopt to manage or deal with the phenomenon. Finally, the consequences refer to the outcome of the occurrence of the phenomenon and the action and interactional strategies that were adopted to deal with it.

Categories are related to each other and to their subcategories by means of the same techniques that were discussed under Stage 3, the development of categories, namely the making of constant comparisons and asking of questions. The questions that are asked derive from the coding paradigm and relate to the potential relationships which it depicts, thus to return to the example above, we may ask is the category of meeting responsibilities related to the category of planning, and, if so, how? In this case, the phenomenon is planning and the collection of information may be an action/interaction strategy in the context of others having control over the availability of that information. Others meeting their responsibilities constitutes an intervening condition which leads to the consequence of the experience of stress when you try to obtain the information. We then return to our data to see if these hypothesized relationships are borne out by evidence in the form of incidents and events that support our hypotheses. In cases where the hypothesized relationships are not supported we ask why not and consider additional factors, such as extra intervening conditions which may explain the anomaly. In this way we gain depth of understanding and our emerging theory gains variation and density.

The paradigm is also used to link categories at the dimensional level by examining the relationships that exist between the various categories at different dimensional locations,
thus we may examine how the occurrence and experience of stress varies according to the
nature and degree of planning and the extent to which others meet their responsibilities to
the individual actors or group of actors. This allows us to make further connections
between various categories at the dimensional level and increase theoretical density and
sophistication by elaborating upon the processes that occur.

These ideas are recorded in the form of theoretical memos, some of which may have
already been accumulated during the process of open coding when certain questions or
possible relationships began to emerge. Theoretical notes suggest relationships and verify
them with pieces of evidence consisting of actual segments of text from the data. These
memos link categories to other categories and their subcategories, explore and describe
the nature of these relationships and the conditions under which they hold and pull other
theoretical notes together as the emerging theory takes form. Some of the ideas that we
come up with are better represented graphically in the form of either flow charts or
conditional matrices and these products of analysis constitute one of the major ways in
which the results of a grounded theory study are communicated (see Miles and Huberman
(1984; 1994) for more details on how to present data graphically).

You will note that in axial coding, as indeed in open coding, one is constantly moving
between inductive and deductive logic, using concrete examples or empirical indicators
from the data to suggest possible categories and their relationships and then verifying
these against other data. Thus to label grounded theory a wholly inductive method is
slightly misleading as it does make use of deductive logic, however, it is inductive at the
level of analysis depicted in Figure 13.1.

As axial coding progresses the researcher moves towards greater and greater
theoretical density and theoretical integration until, at some point, it is time to progress
onto the stage where one actively attempts to integrate the emerged theory.

Stage 8.
Theoretical Integration

Theoretical integration is the actual formulation of a grounded theory in its entirety. It
involves identifying the story line of your research, that is identifying the central
phenomenon of interest and relating it to all of the categories that you have identified and
validating those relationships. At this stage you will have identified and defined the
categories and noted the most important ones which are significant to your storyline.
Theoretical integration is achieved by the process of selective coding. This involves firstly
selecting a core category, that is the one category which identifies what your research is
about. This is achieved by asking questions such as: what are you studying and what are
your findings, and a useful technique is to produce a short (few lines) general descriptive
overview of the research which is then compared to a list of the important categories that
have emerged and the one which is abstract enough to encapsulate your story line is
chosen as the core category. Only one core category must be chosen, which is related to
all the other subsidiary categories that have emerged. This is achieved by use of the coding
paradigm shown in Figure 13.3.
The categories are arranged and rearranged in terms of the paradigm until they seem to fit the storyline. The ordering of the categories is dependent upon the logic of the storyline and the patterns and relationships that emerged during axial coding. One then begins to selectively code by hypothesizing relationships between the core category and all the other categories according to the coding paradigm and then validating these relationships by going back to the data. Thus, selective coding uses exactly the same techniques as axial coding, but relates all the categories to the core category and the categories are then related not only at the conceptual level, but also at the property and dimensional levels as discussed in the previous section.

Stage 9.
Grounding the Theory

The theory is then grounded by applying it as a whole to the data. This is achieved by laying it out in the form of theoretically sorted memos and integrative diagrams and then validating it against the data by individually validating all the statements which support the individual relationships in the theory and by testing the theory through looking at individual cases in their entirety. If one comes across cases which do not fit the theory, one asks why and looks for additional intervening conditions which may explain the variance, or else adjusts the theory to accommodate such cases. It is unlikely that the researcher will achieve a perfect fit with every individual case and thus the aim is to produce the best fit for the highest number of cases; if the analysis has been done well, there should be a good fit to most cases.

Stage 10.
Filling in the Gaps

Once the theory has been integrated and grounded, thereby satisfying the researcher that the theoretical framework holds up to scrutiny, the analyst is able to go back to the categories and fill in any missing detail. This involves identifying those aspects of the theory for which not much data exists and going back into the field to collect this data and analyze it in the usual way in order to give the final theory conceptual density and specificity. Once this stage of analysis has been complete, the researcher may finally write up the study (see Meloy (1994) for advice on this).

Conclusion

In conclusion, we have seen that grounded theory provides a powerful and robust method for constructing theory. In contrast with assumptions to the contrary based on a naive conception of science, it is consistent with the search for justified belief in knowledge claims and constitutes not only good, but valuable science. It enables researchers to generate theory which is true to the data and, because of its emphasis on inductive logic, closes the theory-data gap. Finally, we should like to give two warnings to the potential grounded theorist. Firstly, grounded theory is incredibly time-consuming and secondly it
is incredibly complex. Those of you who are not daunted by hard work will have no fear of taking up the grounded theory method; those of you who are should avoid it at all costs. In relation to its complexity, we may take comfort in the words of its originators, Glaser and Strauss:

Not everyone can be equally skilled at discovering theory, but neither do they need to be a genius to generate useful theory.
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Chapter 7 outlines many research methods appropriate to information systems: conceptual study, mathematical modelling, laboratory experiment, field experiment, surveys, case studies, phenomenological research/hermeneutics, ethnography, grounded theory, longitudinal study and action research. Other chapters have looked at some of these in more detail, for example, grounded research is discussed in Chapter 13 and participant observation in Chapter 15.

Traditionally, information systems research has been based on laboratory-based experimentation or field surveys, with much emphasis on statistical analysis. However, there are only a limited number of factors that can be studied under laboratory conditions and such an approach does not simulate the ‘real-world’ environment which is the domain of information systems. Further, it is difficult, if not impossible, to allocate meaningful values on ‘people factors’, the domain of information systems and any of the social sciences. The numbers that are produced from such statistical analysis might seem accurate, however, and have credence that they do not deserve. Such research work might lead to publications, but is unlikely to make a real contribution.

In this chapter we look at a research approach which I have found particularly useful in information systems because I am interested in problems in their organizational context. However, as Trist and Murray (1990) show, it is well suited to research in the social sciences generally, including inter-disciplinary work. This paper describes action research and then shows how action research was used in my own research in the description of Multiview, a framework for developing information systems, and then a particular action research project as part of this research. Potential advantages and disadvantages of action research are discussed and some issues related to action research for debate are introduced.

**What is Action Research?**

In action research, described in Checkland (1981), researchers test and refine principles, tools, techniques and methodologies to address real-world problems. It is characteristic of action research that the practitioners as well as the researchers participate in the analysis, design and implementation processes and contribute as much as the researchers in any
decision-making. Thus there is a synergy between the researchers and practitioners, the researchers building up theories and modifying them on the basis of practical experience and the practitioners using and modifying research ideas for solving real-world problems.

Action research is often confused with case study research, but, as Benbasat et al. (1987) have shown, whereas case study research examines phenomena in its natural setting with the researcher an independent outsider, in action research the researcher might be a participant in the implementation of a system and simultaneously evaluate a particular approach. In action research, the researcher ought to be ‘useful’ as well as an observer. The justification for action research is based on the acceptance of the subjective processes and the possibility that knowledge is socially constructed.

The history of the development of action research has been traced by Warmington (1980), who attributes the first explicit use of the method as that applied to social problems by the social psychologist Kurt Lewin in the 1940s (Lewin, 1946). He used action research in a number of projects, for example, relating to the promotion of less-desirable cuts of meat in wartime. It was used by Collier (1945) in the area of race relations. In Warmington’s account, the implicit use of the method by researchers such as F.W.Taylor and Elton Mayo in solving practical organizational problems predates Lewin’s work.

Other versions of the method were used in the 1960s at the Tavistock Institute in developing a socio-technical view, and that at Lancaster in soft systems and these have been particularly influential in information systems.

Hult and Lennung (1980) argue that:

Action research simultaneously assists in practical problem-solving and expands scientific knowledge, as well as enhances the competencies of the respective actors, being performed collaboratively in an immediate situation, using data feedback in a cyclical process aiming at an increased understanding of a given social situation, primarily applicable for the understanding of change processes in social systems and undertaken within a mutually acceptable ethical framework.

Action research therefore attempts to link theory and practice, thinking and doing, achieving both practical and research objectives. Gaining this knowledge is seen as an active process, so that beliefs may be redefined in light of the outcomes. A representation of reality is not so much desired, but rather is a means for dealing with reality. Action research is a pragmatic approach which desires to ‘come to terms’ with the world. This emphasis on the pragmatic is further reflected by Susman (1983), who states that action research builds on a learning cycle. His learning cycle is diagnosis, action planning, action taking, evaluation and the specification of learning. The people involved in action research, be they called researchers, actors, participants or subjects, begin in a real situation and return to it at the end of the learning cycle.

This type of learning represents the enhanced understanding of a complex problem. Information about a particular situation and a particular environment have been obtained, which gives a contingent value to the truth learned. The researcher expects, however, to generate knowledge which will further enhance the development of models and theories.
The aim is the understanding of the complex human process rather than a universal prescriptive truth.

The mutually accepted ethical framework mentioned in the quote from Hult and Lennung (1980) may cause some concerns. If the goals of the researcher and client differ drastically, there is tension. As Willcocks and Mason (1987) show, coercive situations are not uncommon in information systems work. Where these tensions do occur, some method for satisfying each of their goals needs to be found (Warmington, 1980; Jackson, 1987).

Finally, in the process of learning, an explicit clear conceptual framework which is acceptable to the researcher and the organizational actors in the action research study must exist. This is needed so that the explicit lessons will emerge from the research cycle.

In comparing action research to other research methods, three important distinctions can be brought out:

1. The researcher is actively involved, with expected benefit for both researcher and organization.
2. Knowledge obtained can be immediately applied. There is not the sense of the detached observer, but that of an active participant wishing to utilise any lessons learned based on an explicit clear conceptual framework.
3. The research is a cyclical process linking theory and practice.

The above discussion can be seen within Checkland’s intellectual context: the ‘organized use of rational thought’ (Checkland, 1985). This context is based on a simple model of a cycle of continuous inquiry where theory interacts with practice.

Depicted in Figure 14.1 is the use of a theory: an intellectual framework of linked ideas (F), through a methodology or an intervention process (M), to an application area (A). In going through a cycle, learning can be generated about F, M and A.

The implications can also be seen in comparison to the other methods and the comparison of two extremes, laboratory experiments (positivist science) to action research, is shown in Figure 14.2.

**Action Research in Information Systems development**

I illustrate action research through research concerned with the development of information systems undertaken by the author with others. The whole research cycle is
illustrated in Figure 14.3. There has been a proliferation of information systems
development methodologies (1) over some years and this has led to practitioners,
researchers and teachers being confused about which methodology is ‘best’. This is the
‘area of concern’ that I investigated. A significant part of the work has therefore been
comparing and classifying information systems development methodologies (2). This is
published in, for example, Avison and Fitzgerald (1985 and 1995), Avison, Fitzgerald and

However, our research suggests that it is unreasonable to rely on one approach. Each
of the themes has strengths and weaknesses and our practical work suggests that tools and
techniques appropriate for one set of circumstances may not be appropriate for others.
The appropriate methodology will depend on the problem context (3), that is, the
organization itself and the users and analysts who are developing information systems. It is
not feasible for analysts to know a number of methodologies sufficiently well enough to
choose one for each particular problem situation. On the other hand, it is also
unreasonable for analysts and users to choose techniques and tools without any
methodology framework to guide their choice. There are too many possible alternatives
and too many decision points. A compromise is to use an approach where the choice of

<table>
<thead>
<tr>
<th>Points of Comparison</th>
<th>Positivist/Scientific</th>
<th>Action Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value position</td>
<td>Methods are value neutral</td>
<td>Methods develop social systems and release human potential</td>
</tr>
<tr>
<td>Time perspective</td>
<td>Observation of the present</td>
<td>Observation of the present plus interpretation of the present from knowledge of the past, conceptualization of more desirable features</td>
</tr>
<tr>
<td>Relationship with units</td>
<td>Detached spectator, client system members are objects of study</td>
<td>Client system members are self-reflective subjects with whom to collaborate</td>
</tr>
<tr>
<td>Treatment of units studied</td>
<td>Cases are of interest only as representative of populations</td>
<td>Cases can be sufficient sources of knowledge</td>
</tr>
<tr>
<td>Language for describing units</td>
<td>Denotative, observational</td>
<td>Connotative, metaphorical</td>
</tr>
<tr>
<td>Basis for assuming existence of units</td>
<td>Exist independently of human beings</td>
<td>Human artefacts for human purposes</td>
</tr>
<tr>
<td>Epistemological aims</td>
<td>Prediction of events from propositions arranged hierarchically</td>
<td>Development of guides for taking actions that produce desired outcomes</td>
</tr>
<tr>
<td>Strategy for growth of knowledge</td>
<td>Induction and deduction</td>
<td>Conjecturing, creating settings for learning and modelling behaviour</td>
</tr>
<tr>
<td>Criteria for confirmation</td>
<td>Logical consistency, prediction and control</td>
<td>Evaluating whether actions produce intended consequences</td>
</tr>
<tr>
<td>Basis for generalization</td>
<td>Broad, universal and free from control</td>
<td>Narrow, situational and bound by context</td>
</tr>
</tbody>
</table>

*Figure 14.2: A comparison of positivist science and action research (source: Susman and*
techniques and tools can be made within a loose methodology or framework (4). At least, that is one of the theoretical bases of Multiview.

As a result of this research, the methodology framework known as Multiview (5) was refined and defined. This is partly a synthesis of many of the themes discovered in the research, and includes techniques and tools (6) and their later modification. Multiview is described in Avison and Wood-Harper (1990 and 1991) An important aspect of this research has been to use Multiview in a number of problem situations (7) in different types of organisation. Six such projects are described in Avison and Wood-Harper (1990). The next stage is evaluation. There were a number of lessons learned from the experience of using Multiview in various problem situations and these have led to modifying the Multiview framework. The conclusions about the methodology framework, its use in various problem situations and of action research in information systems, is carried out in the last formal stage (8) (see also Schön, 1983) but there is feedback to stages 3, 4 and 5, so that the whole process is cyclical in nature. This feedback process of theory, action, reflection, modification of theory and further action is described in Avison (1990).

**An Action Research Project**

Having looked at a cycle of research which is centred on the action research approach, I will look at an example of the approach used in a problem situation. This is discussed in much more detail in Avison and Catchpole (1988) and is one of the six cases discussed in Avison and Wood-Harper (1990).

The project was carried with the Darlington Health Authority and concerns information systems provision in the community care sector. It involved the analysis, design and prototyping of an information system which fulfils some of the local needs of fourteen nursing and para-medical professions working in the community in a district health authority, whilst satisfying the statutory requirements of the UK National Health Service (NHS) Körner steering group for those professions. The work leading to the implementation of a prototype computer information system was achieved through the
participation of those professionals who would eventually use the system. This prototype system covers the chiropody and school nursing staff groups. The case study illustrates the contingency aspect of Multiview, that is, the choice of tools and techniques within the framework and the adaptation of the structure of the framework itself to suit the needs of a particular problem situation.

The health care activity of the community health services creates tens of thousands of health care interactions annually. These relate to a whole range of activities, from the domiciliary midwifery service to the domiciliary care of a terminally ill elderly patient. The previous system in the health authority had involved several discrete manual record systems. There was little comprehensively organized information available and it was difficult to evaluate how effective the services were. The need for the systematic collection, collation and analysis of information would be a valuable information base for planning and organizing health care activities, providing feedback to the professionals working in the area and fulfill the statistical requirements of the central government in order to control the National Health Service (the Körner requirements). Data relating to the total community care services could provide valuable epidemiological and demographic information.

In current discrete information systems which have operated for many years, data has been collected on forms relating to the provision of services in the community. Individual practitioners submit data on their activities to managers, usually on a monthly basis. A characteristic of this data is that it is of high volume, which means that it is very difficult if not impossible to process manually into meaningful information. Data collection is often duplicated by different staff groups. Returns made by staff are frequently stored away for many years without use being made of them. The recording of this data is often carried out merely to fulfill statutory requirements or for no good reason at all.

An increasing emphasis is being placed on caring for clients in the community situation and the potential of community information systems is large. At this particular health authority the number of beds in the district general hospital is 750. One community service, school nursing, has 20,000 registered clients. This data could provide valuable epidemiological and demographic information. The opportunity is presently being lost.

Our remit was to analyze, design and implement a prototype of an appropriate information system for the community health services of the health district, whilst fulfilling the related statutory requirements of the NHS Körner steering group.

The purposes of this particular action research project were many. From the researchers’ point of view, it was a further opportunity to test the Multiview approach to information systems development in ‘action’ so that problems with using the approach could be looked at and, perhaps, refined Multiview could bed so that it would be more suitable for other applications in this area. The differences in the description of the approach found, for example, in Wood-Harper, Antill and Avison (1985) and in Avison and Wood-Harper (1990) stem from the tuning processes that came from using the approach in action research projects such as this. From the users’ point of view, the purpose was to develop a prototype information system for community health workers in a local area health authority. From senior management’s point of view, it was to fulfill the requirements of government to provide statistics related to community health.
One of the principles embodied in the Multiview approach is that stakeholders in any information system ought to have control over their work environment. This is at odds with more conventional approaches to information systems development which tend to preclude real participation (as against ‘lip-service participation’) of the stakeholders, the methodology being a straight-jacket preventing them from contributing effectively. User groups, for example, participated at all stages in the development of the information system (not only in the design of the human-computer interface, which is now the limit of even the more enlightened conventional approaches). Another requirement of the researchers was to enable prototyping in a natural environment (Avison and Wilson, 1991). This facilitates the demonstration of aspects of a potential information system to be made without any irreversible work being done to the operational system.

The first phase of Multiview is an analysis of human activity systems. Our familiarization process had two strands. We carried out a survey of computer applications for the community aspects of the NHS and also talked to the professionals working in community health for the health authority and went on visits with them to clients. It was obvious from our survey that there was no existing information system that could be used ‘off the peg’, we would have to develop our own.

The Multiview framework used to develop the system lends itself to participation of user groups and at all stages of the development of the information system, not only the design of the human-computer interface. A second and related requirement was to enable prototyping. This facilitates the demonstration of aspects of a potential system to be made without any irreversible work being done on the real system. There are a number of application generators and fourth generation languages which facilitate prototyping. A quick delivery of a skeletal working system can be made which will test out design principles of a system with users, who can then be involved participatively in the construction of the system. A prototype can be used as a tangible starting point for discussions. It may be possible to use the prototype as a basis for the operational system, it ‘becomes’ the operational system after many iterations when users regard it as being satisfactory. A final requirement of the methodology was to enable the setting-up of the database in such a way that it could be useful to the various professional groups and managers at the health authority and fulfil the Körner requirements. As authors of Multiview, we claimed that it would support these requirements. The claim needed to be tested.

Two staff groups, chosen at a meeting by the representatives of all community care groups, carried out the initial pilot studies. One nursing group (school nurses who carry out ‘group session’ type activities) and one para-medical group (chiropodists as they carry out ‘face-to-face contact’ type activities) were particularly suitable as they tested different parts of the system. The way the system was developed led to modifications of the Multiview framework. This is almost inevitable if the researchers are using action research methods: the practitioners have as much influence on decision-making as the researchers and therefore are likely to change the researchers’ theories.

We were fortunate to receive the full co-operation from user groups. These included management grades, such as the director of nursing services for the community, the six assistant directors of nursing services, the senior clinical medical officers, and district heads and non-management grades such as health visitors, school nurses, community
midwives, district nurses and dietitians. These formed design groups meeting regularly to
decide on overall strategy as well as detailed designs.

Users were also happy to try new tools and techniques such as portable handheld data
recorders as an alternative to the redesigned forms. The portable data recorders, no
bigger than hand calculators, enable direct data entry into the computer system. This
experiment was not imposed on staff—we as facilitators made the staff groups aware of the
various ways of collecting data and the staff groups chose to try these and the redesigned
forms in our prototypes.

The applications were produced with reports and screens providing information about
the community care service. The prototype was evaluated from the point of view of
effectiveness, that is how the system met objectives and goals, and efficiency, that is some
measure of the ‘mechanical’ aspects of the system such as the accuracy, timeliness, and
speed of access to information. We also wished to review the training and design process,
essentially reviewing the participative and prototyping approach to information systems
development, and opinions were solicited about the system from the senior managers,
user groups, individual users and clients. The methods used for this purpose included
questionnaires, individual interviews and group discussions. This feedback included
comments on the methods used to develop the application, the training and education
aspects, as well as the information system itself.

The results are discussed in detail in Avison and Catchpole (1988). Comments such as:
‘…as it is the community health professionals who have to use the system, we are in the
best place to help design it; we know what information is important and relevant for
recording’; ‘It is good to be involved with developing new system’; ‘I feel I have been
able to make a valid input in the designing of a systems which meets our needs’; and ‘I
have been made aware of the difficulties in the systems design process’ were positive.
These comments are not surprising, it is their system, not that of the technologists alone.
They considered the alternatives, contributed to the design and implemented it with the help
of the researchers, who were seen by them partly as facilitators. However, the usefulness
of this type of response is open to debate. There are parallels with the meaningless
questions asked of athletes after winning a race or of a parent following the death of a son

It may be helpful to show the types of lessons and conclusions that have been drawn
from the action research that led to the definition and tuning of the Multiview information
system development framework. These are explored further in Avison (1990) and Avison

• Lesson 1—A methodology takes time to define and test: The initial formulation of the
  Multiview framework, which is described in Wood-Harper, Avison and Antill (1985),
took some years to develop through practice and field work. The description in that
text is developed further in the 1991 text and is being further tuned through action
research projects undertaken since that time.

• Lesson 2—The traditional model is inappropriate: As evidenced by our field work,
  information systems development does not, in practice, exhibit the step-by-step, top-
down nature of the traditional ‘waterfall’ model, sometimes referred to as the systems
development life cycle. None of the action research cases have exactly followed the Multiview approach espoused in either text. Further, in the real-world cases undertaken, some phases of the approach were omitted and others were carried out in a different sequence from that expected.

- **Lesson 3**—The political dimension is important: The manipulation of power, that is, the political dimension, is important in real-world situations. This transcends the rationale of any methodology. Most of the case studies show decisions being made which were influenced by considerations beyond those that are implied by the Multiview framework.

- **Lesson 4**—Responsible participation is contingent: A high level of responsible participation, where appropriate, is a positive ingredient of successful information systems development. In other case studies, some potential users were apprehensive about the proposed information system and did not cooperate fully.

- **Lesson 5**—the methodology is interpreted by users/analysts: The users/analysts affect the perception of the situation and they interpret the methodology. This effect is highlighted in professional analysts and users, where cultures, education, background, and so on, will greatly effect the interpretation of the methodology itself and the way it is used.

Conclusions that might be drawn from the above lessons might include:

- **Conclusion 1**—The Multiview methodology is in a continuing state of development: Information Systems is a comparatively new discipline, the diversity of approaches is caused to some extent by the background and cultures of their authors and none is all-inclusive. The methodologies address a moving target in that the technology, along with tools and techniques supporting it, develop relentlessly. We therefore regard Multiview as defined as part of a process of improving information systems practice. Multiview is an exploration in the development of information systems rather than a methodology, because the latter term implies a formal, fixed and inflexible approach.

- **Conclusion 2**—Defining an information system is contingent: Defining an information system is contingent on the methodology, the situation and the information systems development team. In some of the case studies not all of the stages of Multiview were used because of the situation (in one case there was no computer system developed). In any situation where an information system might be appropriate, there are factors such as culture, language and education which have to be taken into consideration. Sometimes the political and social climate is such that participation is difficult to achieve. In other situations particular tools and techniques are not appropriate to the problem situation. The use of an information system methodology in practice is a hermeneutic process in which the situation is ‘read’ by the problem solvers (Argyris, Putman and Smith, 1986).

The above lessons and conclusions are not of the type that might be drawn from more conventional research. They may seem disappointing to readers expecting some exact
correlation between variables or some other definite conclusion. But I would claim that this research has made a valuable contribution to information systems research and practice.

Advantages and Problems of Action Research in Information Systems

Action research allows the researcher great potential to utilize the ideas of users and change concepts and methods as the work develops. Researchers and subjects co-operate in solving a real-life problem. It is particularly useful that action research allows work to take place in its natural setting and it gives the researcher an insight into real-life practical areas. Feedback from the practical application of techniques can be used to refine and improve those techniques and their description. Although the results of action research are of a qualitative nature, they do offer a degree of external validity because the theory developed can be interpreted and refined by others in other real-world situations.

Action research has proved helpful to the development of Multiview. The weaknesses in the descriptions of some of the techniques were revealed when using them in one action research project described in Avison and Wood-Harper (1990). The practicality of using techniques and tools contingent on a particular problem situation as suggested by Multiview, can only be revealed by its use in different situations. Major omissions in the exposition of Multiview were revealed in a number of projects. Some assumptions in Multiview, such as the users’ enthusiasm for participation and the low relative importance of the technical dimension have also been questioned through this experience. The part played by researchers as active players in the problem situation (not merely ‘impartial’ observers), along with users and analysts, has meant that both researchers and practitioners have together influenced the practice (by implementing change in the problem situation) and the theory (by changing the Multiview approach).

However, there are disadvantages of action research. The lack of impartiality of the researcher has led to its rejection by a number of researchers and academic departments. The lack of scientific discipline in such research makes it difficult for the work to be assessed for the award of research degrees and for publication in academic journals. A particular difficulty that researchers have is persuading research funding bodies that this type of research is as valid and as useful as conventional methods of scientific research. Further, although the researcher’s intent is to conduct research while effecting change, the approach is sometimes branded with the description ‘consultancy’ and not research. The open-endedness of such research and the consequent flexibility necessary in writing a research proposal also provide additional difficulties. Further, a major consequence of the choice of the action research method is that the research is context-bound as opposed to context-free. It is difficult to determine the cause of a particular effect, which could be due to environment (including its subjects), researcher, or methodology. This has been made explicit in some research, but it can mean that action research produces narrow learning in its context because each situation is unique and cannot be repeated. This is a major criticism of action research—it does not produce generalizable learning ‘naturally’.

However, there are attempts to reconcile the narrow learning that can come from action research with the need for generalizable research (Warmington, 1980). The
findings from the Multiview research (discussed in this chapter) has resulted in other researchers and practitioners applying the Multiview theory in other problem situations, and by taking into consideration the learning that emerges in the complex process of developing an information system, generalizing these findings.

**Issues**

In this chapter, I have provided an overview of action research, describing the action research cycle in the context of my own research in information systems, then looking at a particular action research project before considering some of the advantages and disadvantages of the approach. Readers are warned that it has necessarily been simplistic: there are many forms of action research (Elden and Chisholm, 1993), although there is a broadly-shared definition of the approach. In this final section, I wish to raise some issues which might be used to start a debate about action research. I will restrict my list to just a few issues, though there are many. My list is not only limited but opinionated, so I trust other issues will be raised and counter-views will be forthcoming! Questions are asked which may also be used to start the debate.

1 *Is there any alternative?* There are a number of research methods appropriate to information systems. The traditional, empirical research more suited to the natural sciences, is not so consistently appropriate to the social sciences. I believe that the less conventional action research approach proved to be appropriate for research in information systems development and the definition of Multiview. In particular, it proved appropriate to understanding information systems in organizations and assessing their impact on people and organizations. However, I leave it to the reader to decide or, preferably, debate with others whether other methods could have been equal to the task. Case study research (Yin, 1994) is possibly the most plausible alternative, and, along with the survey approach, a particularly well-used research method in information systems.

2 *Research or Consultancy?* In my view, many people who say they are doing action research are failing to adhere to its tenets. Typically, the ‘researcher’ carries out a consultancy project at an organization and writes it up afterwards as a paper. The term action research is used because the ‘researcher’ is involved in the process with practitioners (and wants the work to be academically respectable), but the term is not justified. First, the practice is not developed from thinking into the development of a theory and is not used to test and modify this theory. There is, in short, ‘action’ but no ‘research’. Multiview was developed from ideas and, although a novel development, is steeped in the literature (see Figure 14.3). Second, the basis of the work is not compatible with action research. The ‘researcher’ is working for and paid by the organization in order to do a job. The employer expects the work to be done as he or she wishes. In the Health Authority project discussed above, the managers and other staff were aware that we were researchers wishing to test and modify our theories, this has to be established at the beginning. However, through working with
us, practitioners could achieve some improvement of their work situation. You may
debate whether being paid for the work is incompatible with the ideals of research.

3 Differing world views: It is very difficult, if not impossible, to work in situations in
which researchers and practitioners have radically opposing views about the project.
If, for example, the managers wish to develop a computer information system to
‘dehumanize’ the workplace or to ‘downsize’, I would find it difficult to participate.
In the Health Authority project discussed above, the managers and other staff agreed
with the researchers that an emphasis would be placed on providing information to
and for the community care workers (though it was also providing data for
government). This stance may be regarded as naive, indeed impossible to sustain
absolutely, for it is unlikely that all ethical views will match neatly. Situations will
often be pluralist, and sometimes coercive (where one group dominates another),
and it is often difficult to establish common ground on objectives to be sought.
However, in such situations, particularly coercive ones, I am not sure how action
research can proceed.
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Issues in Participant Observation: A Study of the Practice of Information Systems Development

Joe Nandhakumar

Introduction

In recent years, there has been increasing recognition of the importance of social and organizational aspects of information systems. This has provided new insights into the application of information systems in organizations, and has led to a growing interest in interpretive approaches to information systems research. The interpretive approaches are based on rather different assumptions about the nature of the world and the way we can know it than traditional positivist research. A number of authors such as Boland, 1985; Zuboff, 1988; Boland and Day, 1989; Orlikowski, 1992; 1993; Jones and Nandhakumar, 1993; Walsham, 1993; Jones, 1994; DeSanctis and Poole, 1994, have adopted interpretive epistemology to seek to throw some light on the complex process of IS development practice.

Several different methods of data collection are considered as being suitable for use in interpretive information systems research. Interviews are perhaps the most widely used method. Observation may also be carried out directly with the observer being either a passive or active member of the research setting. Active involvement in which the observer does not seek to influence the situation more than would be expected from other participants is described as Participant Observation (Taylor and Bogdan, 1985; Atkinson and Hammersley, 1994). It may be distinguished from Action Research (Reason, 1994) in which the researcher seeks deliberately to intervene in the situation, often by employing specific techniques, in order to achieve a particular outcome.

Rather than attempting to review the suitability of each of these methods, in this chapter, I seek to identify a range of epistemological, methodological and practical issues raised by the application of participant observation in interpretive research, since it appears to be used relatively rarely in information systems research. In order to illustrate this, I shall first describe my experience in conducting a participant observation study of the Executive Information Systems (EIS) development process in a large manufacturing company (LMC—a pseudonym).
A Participant Observation Study of EIS development

This study involved me working full-time for a six month period as a salaried member of the EIS development ‘team’ based in the headquarters of LMC Europe. At the time of the research, this team consisted of the leader William, a former analyst from the Systems (Computing) Division, three other Systems analysts (Mark, Luke and David), and a trainee (Phil). Because one of the members had recently moved to another area of the company as part of LMC’s staff rotation policy, the team was temporarily short-staffed. A replacement was not expected for five months and this made it easier for me to persuade the team manager that I could help them out in clearing the backlog of development work as well as providing an outsider view of their activities. In addition, as I had previously been employed as a member of the EIS team for a short period and had considerable software development experience the manager knew that I would quickly be able to make an effective contribution.

During initial discussions with LMC about research access, concern was expressed about confidentiality as an article, written by a former consultant to LMC, had recently appeared in a business magazine describing problems with one of the projects in which the EIS manager had been involved. It was therefore necessary to explain the nature of the participant observation study being proposed to remove these fears. It was also agreed that the EIS manager would be able to see and approve the case description produced from the research and that no attempt would be made to talk to executives directly.

The LMC EIS was based on company-standard personal computers (PCs) which provided a touch-screen, colour, graphical user interface through which executive reports could be accessed and a mainframe-computer based systems which managed the cataloguing and distribution of the reports to the PCs. New reports were regularly added to the EIS by team members, based on data provided by different divisions of the company. The development of a new report was referred to as a ‘project’. In addition, the EIS team was responsible for maintenance and support activities, such as fixing hardware and software-related problems, software upgrades, documentation, and security.

During the research period I was fully involved in the EIS team’s activities, being given charge of development and maintenance of a number of EIS projects. I was also given the same facilities as the other team members, including access to all documents and support staff involved in data provision, technical support and systems security. However, I was allowed to spend a few days a month to write up the research and meet with my academic supervisor to discuss progress.

During the study at LMC Europe I maintained a daily log to record activities of EIS team members, events, meetings, discussions, and other observations. An extract of the log is given below.

Luke was again prevented from making progress with upgrading any EIS PCs and spent most of the day again on reading general magazines and talking with Steve (another analyst in the Systems Division). This was noted by William who had a lengthy discussion with him about the situation…….
Mark spent most of the day assessing the performance of the new logon procedure and then carried out extensive checks to ensure that the EIS was running correctly. He found by chance that there were errors in the Daily Production Report and corrected this. He also dealt with a technical problem with one of the EIS PCs in accessing the external news services which he found to have been caused by a loose cable.

Phil continued writing the program for Personnel-EIS project while David was on leave.

Joe had to revise the Product Development-EIS prototype again as the data providers wanted to test the system before a presentation to their managers. As a result Joe could not carry out any further work on the Inventory-EIS prototype as planned, and it was evident that it would not be ready that week. Joe then spent time on catching up with office work, sorting out his PC, and learning to use the new graphical capabilities of the upgraded software.

The team members also debated who should carry out the upgrading of the executive PCs in one of the overseas branches, which was situated in a holiday resort.

At the start of the research period I attempted to record activities every hour. This was found to be impractical because of the volume of data to be recorded and the time available, so I resorted to writing up the log at the end of each day. Occasionally discussions were specifically arranged to enable me to obtain other participants’ accounts of their actions. Data were also sought from other key players such as support staff. Data on the historical context were also gathered from the staff at LMC and from company documents.

The study resulted in hundreds of pages of log containing a large amount of data which was then written up in the form of a case study soon after the field study was completed. This described the development process in the order that events happened, and recorded many aspects of the real-life context. The case study was sent to William for comments. Although analysis and interpretation of the data presented in the case was made during the period of participant observation the final comprehensive analysis happened after the field study was completed.

**Discussion**

The above briefly outlines how I applied participant observation to study the EIS development at LMC. A number of issues may be identified from the use of participant observation in this study. This section therefore seeks to examine a range of epistemological, methodological and practical issues raised by the application of participant observation in interpretive research.
Epistemological and Methodological Issues

In the introduction to this chapter, I stated that interpretive approaches are based on rather different assumptions about the nature of the world and the criteria for constructing and evaluating knowledge about it than traditional positivist approaches. Interpretive research assumes that ‘reality’ is ultimately a human construction and therefore subjective (e.g. see Chua, 1986; Orlikowski and Baroudi, 1991; Easterby-Smith et al., 1991). For example, organizational structures and hierarchical levels as typically represented in an organizational chart, are seen as existing through human action rather than being external and objective. They can therefore be understood only through interpreting the meanings that individuals reveal through their interactions. The interpretive researcher therefore attempts to understand the phenomena of interest through accessing the meaning that participants reveal through their interactions. Understanding social phenomena is therefore concerned with studying them from the perspective of the human actors involved in a particular social context. This implies that the researcher first needs to have access to the actors themselves. Even if researchers are able to gain direct access to the actors, however, their ability to obtain an understanding of actors’ interpretations may be limited in a number of ways.

First, the researcher cannot assume that he or she understands the actors description of their behaviour and interpretations in a particular social setting. For example, many terms used by actors in a particular setting may appear identical to those used in everyday life, but may have different meanings in that setting (Taylor and Bogdan, 1985). Relying on actors’ verbal descriptions alone can therefore lead to misinterpretation of what is said. Similarly, social rules and norms identical to those in other settings, may have different meanings in a particular setting.

Second, actors may provide a distorted account of their behaviour because their ideas as to what ought to happen in the situation may differ from what actually goes on (Taylor and Bogdan, 1985). This is not to say that there is a true view of what should happen in a situation or of what actually happens, but that actors may interpret their own behaviour in terms of dominant perceptions (Becker and Geer, 1957).

Third, actors may seek to deliberately mislead the researcher or may not talk to them about certain issues and activities because they may feel that discussing these might be impolite or too sensitive (Van Maanen, 1979).

Finally, actors may be unable to give an account of their actions because they form part of social routines of which they are only tacitly aware. Giddens (1984) distinguishes between practical and discursive knowledge and argues that actors know more than they can say.

Access to actors’ interpretations

Through participation in the EIS team’s activities I was able to overcome, at least to some extent, the above barriers to understanding. Thus the meanings of particular terms and activities in the LMC context could be learned from daily observation of the behaviour of the team members. For example, the term ‘travelling-man’ was used by team members to describe the new divisional vice president who took over responsibility for
the EIS. This was explained as meaning that he was rarely in his office and was therefore thought unlikely to make as much use of the EIS as his predecessor. As a result, team members became concerned about a possible loss of senior executive support for the EIS and several meetings were held to discuss how they should respond to this development.

The term ‘closed-door-meetings’ was also used in conversations to describe urgent meetings in LMC, but this also had a wider meaning in that you should ‘keep your distance’ from the manager because something was wrong, such as someone was being made redundant or adverse data on departmental performance was being published. The actual door slamming was used by managers to convey this message to their staff. When activities were delayed such as a demonstration of a new EIS project which was repeatedly cancelled because managers were engaged in ‘closed-door-meetings’, its meaning was understood and accepted by team members. By observing these rituals over time an understanding of their meanings and their effects on the development process could be developed.

Through participating in the activities I was able to appreciate for myself the subjective experience of work such as motivation and time pressure in EIS development and to understand the ways that team members responded to them. For example, when restrictions were imposed on the LMC employees’ overseas travel in response to the outbreak of the Gulf War, this contributed to a loss of motivation among the team members. They therefore fulfilled only the minimum requirements and spent most of the time on reading magazines/software manuals and occasionally engaged in disputes with other team members (especially with junior members) on development standards.

By getting to know the team members personally I was also able to gain insights into the reasons why individuals interpreted situations in a particular way. For example, when William asked Mark to find out executives’ needs from their secretaries he complained that they would not talk to the EIS team members and treated them like maintenance workers. Luke, however, did not share this view. This may have reflected the fact that Mark had made his way up from the shop floor while Luke was a graduate who had been recruited from Finance division.

The problem of misrepresentation and non-disclosure was reduced by participant observation in a number of ways. For example, it enabled me to check team members’ statements against observed behaviour and also gave me access to internal memos, company documents and other staff, which could be compared against observation and initial interpretations. This was illustrated when the EIS team sought to spread a story that the suspension of one of the EIS by the data providers’ division was to hide the adverse stock performance figures resulting from a major strike. It subsequently transpired, however, that the suspension was largely due to the inability of the EIS to support the changing needs of the data providers’ division. The EIS team had seen this as bad for their image in the company and had therefore encouraged an alternative story which cast the blame for the suspension elsewhere. It was not possible, however, to sustain the deception with a team member for any length of time.

Many of the practices of the EIS team were also confidential and could not have been discovered without being involved in development work. For example, the EIS team did not talk about the systems security to anyone outside the department because tight
security was essential to safeguard the confidential reports and win the support of data providers. In practice, however, security was compromised by many issues such as the inability of the software to provide the necessary password security and the reluctance of executive users to use many levels of passwords. Team members therefore covered this issue up to project an image of a secure EIS. For example, they followed an elaborate password allocation procedure to satisfy other interested parties such as data providers and users that the EIS complied with company practices. These informal practices were not concealed from me, but rather they involved me in them. By comparison they usually gave a well rehearsed version of the ‘EIS story’ to outside researchers.

The influence of unstated cultural norms on EIS development could also be observed through the sustained involvement offered by participant observation. For example, LMC had a strong organizational hierarchy that prohibited direct contact between EIS team members and executives. Thus when one of the EIS team members was seen in a Vice President’s office, the Systems Executive demanded an explanation from the EIS area managers. This meant that team members had to guess what executives’ requirements might be during the design of EIS and that it was not possible for them to question executives about the usefulness of EIS applications.

Being an observer as well as a participant, however, I was able to notice and question aspects of the social routine of which the participants were hardly aware unless interruptions occurred. For example, expectations of timing and location of many activities such as report updates and team meetings were embedded in the social context. The deeper structure of these phenomena was understood only by noticing these activities through involvement and inquiring about their origins.

\textit{Involvement of the researcher}

Although the above discussion illustrates that participant observation seems to provide the kind of access to actors’ interpretations implied by an interpretive research approach, this method is often seen as intervening in the research context too much and hence distorting the data. For example, my participation in the work of the EIS team clearly meant that I influenced their activities. The most tangible evidence of this was the various EIS projects in which I played a major development role. I also sought to introduce a number of new design conventions for EIS projects. Although not all of these were accepted, some helped to influence other team members’ practice.

While team members fairly rapidly accepted me as an ordinary colleague, and did not treat me differently because of my status as a researcher, my presence may still have affected their interpretations more than normal. My questions about team conventions and practices may have encouraged members to pay particular attention to these. My occasional absences to write up the research may also have served to remind them of my dual status.

My perceptions of the development process were inevitably influenced by my prior beliefs, values and interests and by my personal involvement in the activities under investigation. By maintaining contact with my academic supervisor throughout the study,
and by seeking to continuously develop my theoretical approach it was hoped to promote
a reflective attitude towards my own interpretations.

It could be argued that since the interpretive approach assumes that the researcher
cannot stand outside the research context, and that detailed knowledge of this context is
necessary (see e.g. Walsham, 1993), close engagement of the researcher in the research
site is seen as desirable. Sensitivity towards the ways in which this may affect the social
phenomena being studied is therefore necessary. A reflective attitude concerning the
extent to which the researcher’s interpretations are shaped by their own preconceptions is
also appropriate.

Further, since the researcher has his or her own interpretations, their influence on the
research context is also not seen as neutral. The interpretive approach therefore views the
process of research as value laden.

**Time and context**

The interpretive approach believes that interpretations are time and context dependent
and these may shift as meanings are formed, transferred and used (Orlikowski and
Baroudi, 1991). In order to understand how interpretations may change over time, the
researcher therefore needs to be exposed to the situation for an extended period rather
than obtaining occasional snapshots of the process. This implies a longitudinal study. The
context dependence of the phenomena also requires that the researcher gains a thorough
knowledge of the social setting to appreciate its influence (Geertz, 1973).

At LMC, through participating in the developers’ activities in the company setting over
a period of time I was able to get insights on how processes were changing and also how
they were sustained. For example, the way in which design standards used for EIS
interfaces and working practices were enforced could be observed as well as the way in
which they evolved. The six month research period also allowed the complete
development process for an EIS project to be studied from the initial concept through to
its implementation as a working component of the EIS. As the timing of work on this
project changed frequently in response to other events and pressures on team members’
time, continuous participation was necessary to be able to observe the whole process. While
some potentially significant activities may occur too infrequently to be observed in a
period of six months, others may be happening every second. A decision had therefore to
be made about the level of detail in which to record and interpret the development
process. For example, micro-ethnographic techniques such as Discourse Analysis (Stubbs,
1983) could be applied to investigate the second to second process. However, these
techniques may be too detailed to be feasible for a longitudinal study of the processes over
the course of a whole information systems development project. Our experience with
participant observation demonstrated the complexity of dealing with a large amount of
data even from our level of detail. Further, such techniques make it even more difficult to
address the broader historical and social context, which we found to be an important element
in understanding information systems in organizations.
Because interpretations are time and context dependent, generalizability cannot be extended reliably from a sample to the population. The ideas and theories generated in one setting can therefore provide only a basis for understanding similar phenomena in other settings rather than enabling the prediction of behaviour in other contexts. As interpretations are seen as changing over time, replicating interpretive research on different occasions will also not yield the same results. The validity of interpretive research therefore depends on gaining sufficient access to the knowledge and meanings of actors to enable a plausible representation of their interpretations to be generated.

Practical and Ethical Issues

Having considered some of the epistemological and methodological issues raised by the use of participation observation in our study, I will now focus on some of the practical and ethical issues.

Gaining access to an organization

Gaining access to an organization of interest was difficult because many practitioner managers were unaware of the nature of academic research. Some believed that organizational research would always involve questionnaire surveys or interviews, and were suspicious about the reasons for a researcher getting involved in organizational life. Others feared that researchers’ involvement and subsequent publications might bring bad publicity to their organization. At LMC, it was therefore necessary to explain the nature of the participant observation study being proposed, to alleviate these fears. It was also agreed that the EIS manager would be able to see and approve the case description produced from the research.

Coping with the dual role

The data collection and interpretation may require the researcher to retain a commitment to being a researcher while being an employee in the company. I had to clarify my role in the company in advance because over-commitment in work might have restricted my ability to collect data. I kept close contact with the academic base and research supervisor throughout the field work period and also took time off to write up data. My previous experience in the systems development enabled me to fit comfortably in the employment role.

Dealing with constraints for data collection and presentation

Data collection was affected by the inevitable selection process during the study. For example, at LMC the way data were gathered was affected by practical constraints such as not being able to be in two places at the same time to observe some activities, especially when the activities were carried out in a foreign branch. Because I could not record much during office hours, the way data were recorded was affected by memory limitations to recall events at the end of the day. I therefore had to use many mechanisms to get around these practical constraints. For example, in order to overcome the practical limitations of
only being able to observe activities in which I was involved, I initiated conversations with other team members, often during lunch hours or evenings, about their activities. During formal team meetings the team members also provided a brief description of their activities and problems. The team members’ ‘daily task list’, a list (informally and openly) maintained to record outstanding tasks and their execution, was another source of data. In order to recall events I also maintained a diary to jot down key events and activities when I paused between tasks, and in conversations, I tried to remember a few key words, such as ‘boring design’, ‘crowded screen’ and ‘difficult environment’, to recall the discussion later.

There were also ethical dilemmas such as writing about colleagues’ activities and confidentiality agreements which limited which items could be recorded explicitly. Any ambiguity on the company’s requirements about the confidentiality was clarified before starting the field work. This enabled me to work around this constraint from the beginning to convey the level of details I intended.

Other selection processes also shaped the presentation of the data. For example, the transcription of the log into the main case study and subsequently into a published version involved considerable selection. In this process some issues were expanded while others were filtered out. The way these data were interpreted was also influenced by our prior assumptions, beliefs, values and interests. The whole process was further influenced by our personal involvement in the project. The effect of this process is illustrated below.

Log entry:

Luke was again prevented from making progress with upgrading any EIS PCs and spent most of the day again on reading general magazines and talking with Steve (another analyst in the Systems Division). This was noted by William who had a lengthy discussion with him about the situation……

Case Study entry:

…Although many EIS PCs had been upgraded with the new software during that period, Luke’s progress in this was constantly affected. Because of the company convention that development staff should not work on an executive’s PC while they were in their office, Luke had to wait until one of the executives was away to upgrade the software on his PC. He therefore spent his time on other activities and was fulfilling only the minimum requirements.

Case entry for publication:

…Because of the hierarchical norms Luke had to wait until one of the executives was away to upgrade software. This was noted by William who had a lengthy discussion with him about the situation.

Interpretation: (discussion on management control and team members’ autonomy).
...however, tighter control on team members’ activities did not appear to improve productivity. For example, the company rules on access to executives seriously affected Luke’s ability to complete his work and reduced his motivation as William noted...

**Funding for the study**

Another issue of concern was funding for the participant observation. Observation in organizations may be expensive. Participation in the activity of the organization being studied, however, may provide some compensation to the organization for their (researchers) participation and also, as in my case, help to fund the study itself.

**Conclusions**

As discussed in the introduction, the primary aim of this chapter was to explore issues raised by the application of participant observation in interpretive information systems research. The evidence presented also indicates the value of participant observation in providing the kind of data implied by interpretive research approach. In particular, it provides direct access to actors’ interpretations and allows in-depth exposure to the research context over time. The under-utilization of participant observation in information systems research may therefore be seen as a deficiency of the current information systems literature. This chapter, however, does not promote participant observation as a panacea. Participant observation provides a particularly clear challenge to many traditional criteria of research design and places significant demands on researchers in terms of both collecting and reporting their findings. This chapter also illustrates that participant observation has a number of practical difficulties that seem likely to deter its widespread adoption.
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Enigma Variations: Uncertainty in Social and Economic Research

George McKenzie

Introduction

One of the great works on the epistemology and methodology of social and economic research is Joseph Schumpeter’s *History of Economic Analysis* (1954). Although the focus of his volume is the detail of the nature and structure of economic thought from Greco-Roman times until the 1950s when he died, it is much more than an encyclopedia. Schumpeter was ringing the warning bells for the increasingly specialized nature of social and economic research that has characterized the latter half of the twentieth century. He is keen to emphasize that research is open-ended, that it is highly subjective, that it is prone to prejudice and that it generates discourse that may take on a life independent of the social and economic problems being investigated. He warns that there is the danger that sophisticated methods can become the tools of those seeking influence rather than knowledge and understanding. In this chapter, I seek to use the *History of Economic Analysis* as a launching pad to discuss recent trends in social and economic research. I shall highlight some of the comments made by Schumpeter, Descartes, Weber, Marshall, Keynes and Friedman in so far as they relate to issues concerning research practice. In doing so, however, my ultimate aim is to focus upon the application of statistical methods in the social sciences. When Schumpeter died, their use was still in infancy. However, many of the problems which he discussed are particularly relevant to this area of practice which has attracted widespread attention during the latter half of the twentieth century. The question that is central to what follows is: what meaning(s) can we attach to the results obtained from statistical investigations?

It is significant that Schumpeter first addresses one of the most fundamental methodological questions: what is a science? Is it possible to apply the methodology of the physical sciences to the social sciences? He deals with this by defining science in such a way that it is all-encompassing:

…a science is any kind of knowledge that has been the object of conscious efforts to improve it. (p. 7)
In other words, any conscious thought process designed to enhance understanding is a science. For Schumpeter, this universal theory of science was itself a social phenomenon. The methodology of social and economic research is a product of history:

... Whatever the field, the problems and methods that are in use at any one time embody the achievements and carry the scars of work that has been done in the past under entirely different conditions.... Scientific analysis... is an incessant struggle with the creations of our own and our predecessors’ minds and it ‘progresses’, if at all, in a criss-cross fashion, not as logic, but as the impact of new ideas or observations or needs, and also as the bents and temperaments of new men, dictate. (p. 4)

For the contemporary social scientist, these thoughts will no doubt appear worrisome since they emphasize that the objectivity which we seek in our research is but an illusion. Not only are our investigations highly subjective but the results that we achieve may influence our environment and thence feed back onto our subjective interpretations of that environment.

The social scientist of today has cloaked the uncertainty of her or his research activities in the mantle of truth, rationality, certainty and objectivity in the pursuit of personal, social and career development and thus ultimately in the pursuit of power. As Schumpeter wrote in commenting upon the Battle of Methods (Methodenstreit) that took place in Germany in the late nineteenth century, schools of thought had their own sociological realities:

Victory and conquest, defeat and loss of ground are in themselves values for such schools and part of their very existence. They will try to appropriate labels that are considered honorific—in our case, both parties laid claim to such epithets as ‘empiric’, ‘realistic’, ‘modern’, ‘exact’—and to affix derogatory labels —‘speculative’, ‘futile’, ‘subordinate’—to the work of the enemy. (p. 815)

The previous discussion is but a caricature designed in part to inform but primarily designed to disconcert. Let us now examine more closely what we can actually expect to achieve. In so doing, I will continually place emphasis upon the pervasiveness of uncertainty in what we are investigating and hence in what we are able to achieve.

**The Casino**

The application of statistical method in economic and social research involves the explicit assumption that the world around us acts as if it were a casino. The notion of as if modelling plays a central role in social science research. For the moment, we shall simply concentrate upon the analogy. In a game such as roulette, we know for certain the exact, objective probabilities of the various possible outcomes from spinning the wheel. We also know the exact probability that the casino will win. Thus it is possible to calculate the expected return from any bet or any series of bets. We will not know the exact outcome,
but we can calculate the average outcome and its probability. In statistical analysis, by contrast, a model is constructed which is designed to represent how a group of people will behave on average. The model is not exact in the sense that errors are represented in the model. These errors are assumed to be generated by a probability distribution in much the same way that the outcomes of the roulette wheel are generated by a probability distribution. For example, consider the following equation designed to represent the conjecture that the money supply, denoted $M_s$, influences total expenditure on goods and services, denoted $Y$.

$$Y = a_0 + a_1 M_s + \epsilon$$

$a_0$ and $a_1$ are the parameters of the model which the statistician wishes to estimate and $\epsilon$ is the random variable designed to capture the influence of all other variables. Such errors or deviations from the model structure are usually assumed to be generated by a normal distribution such as that shown in Figure 16.1. The sources or reasons for the errors are taken to be outside the scope of the investigation. But that does not mean that they are unimportant. The flatter is the distribution, the weaker the ability of changes in the money supply to explain changes in expenditure, and conversely.

![Figure 16.1: Normal Distribution](image)

Although at first glance this procedure appears different from Descartes’ method it remains in the same spirit. Instead of focusing upon a unique outcome of the investigation (i.e. perfect certainty), the emphasis shifts to the certainty in the probability of outcome. The analysis appears to become richer but it also becomes problematic. If the assumptions of the modelling procedure are valid, then it can be argued that there is a universal representation of social and economic behaviour which can be used to predict, and consequently can be used for, the purpose of formulating policy. Errors will be involved but they are assumed to be unsystematic. Any systematic errors will be recognized and corrected. Thus over time, it is claimed that the representation will be correct, on average.

Two of the most influential economists of the twentieth century, Frank Knight and John Maynard Keynes were both sceptical of this approach since they believed that the world was clouded by uncertainty. That is, they believed that it was not possible to assume that there existed a known, objective probability distribution driving the model. Consequently it would not be possible to verify or falsify conjectures. For Keynes, there existed no
universal theories which could apply at all times. Rather, there existed many partial theories which might be valid at some point in time but not for all time. A theory could be used to inform and enhance understanding but it could not be used for prediction. Following the Great Depression of the 1930s, Keynes had outlined a framework which he believed would assist in enabling economic recovery. However, he did not believe that this model would be valid during periods of rapid expansion and/or inflation. In terms of equation 1, he would have argued that the parameter $a_0$ was very small during a depression although it might be quite large during an inflation. In addition, he would have argued that an additional variable, government expenditure, should be added to the equation, viz

$$ Y = a_0 + a_1 M + a_2 G + \epsilon $$

According to his theory $a_2$ would be very important during times of recession and/or severe depression but relatively small during times of inflation. These views were particularly apparent following the publication in 1939 by the Dutch economist Jan Tinbergen, of an econometric model of the UK economy. Tinbergen had sought to base his investigation upon Keynes’ influential *General Theory*. However, Keynes was furious. In correspondence with Roy Harrod, he wrote

In chemistry and physics and other natural sciences the object of experiment is to fill in the actual values of the various quantities and factors appearing in an equation or a formula; and the work when done is once and for all. In economics this is not the case, and to convert a model into quantitative formula is to destroy its usefulness as an instrument of thought. Tinbergen endeavours to work out the variable quantities in a particular case, or perhaps in the average of several particular cases, and he then suggests that the quantitative formula so obtained has general validity. Yet in fact, by filling in figures, which one can be quite sure will not apply next time, so far from increasing the value of his instrument, he has destroyed it…. He works out a figure for it and proposes to predict by using the result, regardless of the fact that his own investigations clearly show that it is not constant, in addition to the strong *a priori* reasons for regarding it as most unlikely that it can be so.

The point needs emphasizing because the art of thinking in terms of models is quite difficult—largely because it is an unaccustomed—practice. The pseudoanalogy with the physical sciences leads directly counter to the habit of mind which is most important for an economist proper to acquire.

I also want to emphasize strongly the point about economics being a moral science. I mentioned before that it deals with introspection and with values. I might have added that it deals with motives, expectations, psychological uncertainties. One has to be constantly on guard against treating the material as constant and homogeneous.

Many, indeed most, contemporary statisticians would not go as far as Keynes. However, they too are seeking to inform about the limits and potential pitfalls of quantitative
modelling. For example, two prominent British econometricians, David Hendry and Grayham Mizon, follow Weber in the sense that they recognize the subjective origins of all conjectures. For example, they suggest that whim is a valid basis for conjecture. They then suggest that competing theories should be compared. This involves the construction of what is termed an encompassing model, i.e. a model that encompasses all the characteristics of the competing theories. The performance of each theory is compared against the general model. However, Hendry and Mizon emphasize that their modelling method does not yield a true model. Their interpretation is much more limited. They argue that the best that any statistical model can achieve is to capture a process generating the data. It is not necessarily to be the true process. Indeed it is highly unlikely to be the true process. All tests are conditional. Different theories can be compared but at the end of the day, the acceptance of one structure over another is conditional upon the structure of the model and the statistical assumptions.

Just as during the Methodenstreit of the nineteenth century social scientists were propelled into a battle for the victory of one idea over another, so today statistical method seems to invite the investigator to engage in exercises that will reveal one model to be superior to another. Within the Hendry/Mizon perspective this either/or approach is replaced by an and/both approach. It is possible that the ‘best’ model on the basis of their subjective criteria could include elements of all competing models. In a sense a new model is constructed. The Hendry/Mizon approach recognizes that the search for truth is not a valid objective. However, they believe that procedures designed to seek to identify order within data series is a valid objective and can inform. However, at the end of the day we must remain uncertain and sceptical about what our subjective attempts to structure the data really mean. Let us seek to develop some of the themes relating to uncertainty in social and economic research in greater detail.

States of Mind

For Keynes, the existence of uncertainty meant that decisions taken in markets could not be thought of as objective. Consequently, it was not possible to model them as if they were objective. Consider his views about the operation of financial markets:

…the vast majority of those who are concerned with the buying and selling of securities know almost nothing whatever about what they are doing. They do not possess even the rudiments of what is required for a valid judgment, and are the prey of hopes and fears easily aroused by transient events and as easily dispelled. This is one of the odd characteristics of the capitalist system under which we live, which, when we are dealing with the real world, is not to be overlooked.

But there is also a further reason why it may often profit the wisest to anticipate mob psychology rather than the real trend of events, and to ape unreason proleptically…so long as the crowd can be relied on to act in a certain way, even if it be misguided, it will be to the advantage of the better-informed professional to act in the same way—a short period ahead. Apart, moreover, from the calculations of greater or less ignorance, most people are too timid and too greedy, too
impatient and too nervous about their investments, the fluctuations in the paper value of which can so easily obliterate the results of so much honest effort, to take long views or to place even as much reliance as they reasonably might on the dubieties of the long period; the apparent certainties of the short period, however deceptive we may suspect them to be, are much more attractive.

Because of this uncertainty, emotional influences would come to dominate and these could not be modelled in any systematic fashion. His models were conditional upon a particular emotional state of mind. Thus during an economic depression, people would appear to be ‘bearish’, that is pessimistic and negative. Any optimism about a recovery is only temporary. Consequently, Keynes argued that direct government intervention in the form of increased spending would be needed to break the emotional negativism of a depression. On the other hand, during periods of economic expansion, people would be ‘bullish’, that is, euphoric. And in both states, because of uncertainty, herd behaviour would come to dominate as people sought to identify in the behaviour of others the true state of the world. Because of this uncertainty, any attempt to model behaviour over time would itself be uncertain.

The Lucas Critique

A similar conclusion can arise from another line of reasoning. In 1976 Robert Lucas argued that if a model is used to formulate policy, people will realize this and take it into account in their own behaviour.

...given that the structure of an econometric model consists of optimal decision rules of economic agents, and that optimal decision rules vary systematically with changes in the structure of series relevant to the decision maker, it follows that any change in policy will systematically alter the structure of econometric models.

In other words, the structure of the economy would be continually changing so as to render the use of empirical investigations virtually meaningless for policy purposes.

Superficially, it might appear as if Keynes and Lucas are saying the same thing. In point of fact, their motivations are really quite different. Keynes was arguing that in certain circumstances government had a role to play in stabilizing the economy. However, the same set of policies could not be applied universally. Different policies were relevant to different conditions. Lucas, on the other hand, is attempting to develop a neutrality theorem. This is one of a large number of neutrality theorems in economics designed to present a case that government policy will have no effect. For example, in my own area of research, the behaviour of financial markets, it is noted that financial institutions often change their behaviour so as to avoid the effects of new regulations and policies. This will usually involve the design of new financial instruments which are not covered by the regulations. As a result, the regulators are frequently in the position of having their objectives thwarted. For example, if a central bank seeks to reduce the money supply so as to reduce the rate of inflation, banks may seek to create new types of assets that are not
subject to the control of the central bank. These assets cannot usually be used to carry out transactions but they can easily be sold to generate funds as and when required. Thus they are pretty close substitutes for money. As a result of this innovation, monetary policy becomes less effective. To deal with this, the central bank begins to widen its definition of ‘money’ to include the new financial instruments. New data series are published and used as targets for control. But this simply induces commercial banks to introduce further innovations.

**Verification and Falsification**

The issues that we have recognized so far are well-recognized by statisticians under the guise of *Type I* and *Type II* errors. These are explained in detail in any good introductory statistics textbook. However, they are frequently overlooked in actual research practice. Hence it is important to outline the nature of these errors. Any statistical test involves a comparison between two alternative conjectures: the theory or model is true or it is not true. The case where it is not true is referred to as the null hypothesis. If we knew the truth there would be no problem. But since we are not privileged in this way, we run the risk of committing errors. Thus there is the possibility of rejecting a model when it is true (but we do not know when this is the case) and of accepting a model when it is false (but we do not know this either). The possibilities are illustrated in Table 16.1. Note that statisticians, unlike social scientists, are careful never to use the terms *verify* or *falsify*. They use the very conditional terms *accept* and *reject*, respectively, so as to reflect the subjective nature of the investigation.

<table>
<thead>
<tr>
<th></th>
<th>H0 True</th>
<th>H1 True</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0 Accepted</td>
<td>Correct</td>
<td>Type II</td>
</tr>
<tr>
<td></td>
<td>Decision</td>
<td>Error</td>
</tr>
<tr>
<td>H1 Accepted</td>
<td>Type I</td>
<td>Correct</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>Decision</td>
</tr>
</tbody>
</table>

*Table 16.1*

*Figure 16.2: Type I and Type II Errors*
For the purposes of this paper it is important to examine the detail of the problem. Readers totally unfamiliar with statistical theory may wish to refer to a good introductory statistics textbook and skip this section for the moment. As above we consider two hypotheses, say one where the expected value of a variable, denoted $x$, is ten and the other where it is zero (i.e. the null hypothesis). Thus in Figure 16.2, I have drawn two identically shaped distributions, one centred on the mean of zero ($H_0$) and the other on the mean of ten ($H_1$). The question is: if we observed a value for $x$ of three or of eight, how would we know from which distribution it was drawn. The answer is that we do not. Standard practice involves creating a subjective decision rule. For example let us suppose that any value of $x$ greater than five is assumed to be drawn from $H_1$ whereas any value less than five is drawn from $H_0$. The probability of making the two types of errors can now be identified. The probability of making a Type I error, i.e. the probability that $x$ is greater than 5 (thereby leading to the acceptance of $H_1$) when $H_0$ is actually true, is equal to the area denoted by $A$. Similarly, the probability of making a Type II error, i.e. the probability that $x$ is less than 5 (thereby leading to the acceptance of $H_0$) when $H_1$ is actually true, is equal to the area denoted by $B$. We can of course increase or decrease the benchmark criterion from 5 so as to change the ratio of $A$ to $B$ but we have no scientific basis upon which to make this decision. The tools of hypothesis testing do not provide us with a basis for either falsification or verification.

It is here that the methodology of Karl Popper falls apart. Following Popper, many economists believe the purpose of research is to falsify. Indeed, he argued that rules should be established which only admit hypotheses than can be falsifiable (1965, p. 49). However, Popper avoided discussions of probability and statistics like the plague. As I discussed in Chapter 2, in a sense, he was applying the logic of Descartes. He was seeking certainty in falsification. However, for the social scientist, only relatively uninteresting propositions are capable of falsification. In social sciences, auxiliary hypotheses are added to the main hypothesis of interest. For example, the errors are normally distributed or the decision criterion is 5, as in the above example. Hence, any test is conditional upon these auxiliary statements as well. Since the auxiliary assumptions are frequently untested and the decision criteria are subjective, there can be no certain falsification.

### Predictability

There is yet another variation on this theme. Milton Friedman (1953) has suggested that the criterion for model selection is its ability to predict and that it does not matter if its assumptions are unrealistic.

...the relevant question to ask about the ‘assumptions’ of a theory is not whether they are descriptively ‘realistic’, for they never are, but whether they are sufficiently good approximations for the purpose in hand. And this question can only be answered only by seeing whether the theory works, which means that it yield sufficiently accurate predictions.
So far we have acknowledged the fact that the assumptions of a model or theory may be unrealistic. Because of uncertainty we will never know. Friedman, however, suggests that we should persevere even if we know with certainty that the assumptions are incorrect. But this is logically unsound. If we know that the assumptions of our analysis are false, then we cannot claim any universality for the conclusions derived through a process of deduction.

Statisticians recognize this problem under the heading *spurious correlation*. A good example of this was discussed in a famous tongue-in-cheek paper by Jerzy Neymann (1952). On the basis of his data set, Neymann showed that there existed a high correlation between the number of storks per 10,000 women and the number of babies per 10,000 women. He concluded that ‘...although there is no evidence of storks actually bringing babies, there is overwhelming evidence that, by some mysterious process, they influence the birth rate’.

Neymann’s results would thus satisfy Friedman’s criterion based upon prediction. This simply shows again the futility of trying to create universal rules to guide our research. But there are also some other issues lurking in this example. On the basis of his ‘research’, Neymann has identified a question: how do storks influence the birth rate of humans? Should this question now be the focus of investigation? Or is some lateral thinking required? Perhaps we are really dealing with a case of *reverse causality*. Storks do like to nest on chimney tops. In other words, they are attracted to areas where there are people. Perhaps it is humans who influence the stork population, not vice-versa. We may have a high correlation between two variables X and Y. However, this does not enable us to identify whether X causes Y or Y causes X or indeed if the relationship is pure chance. Such argumentation may seem ridiculous, but it does highlight the problems associated with utilizing prediction as the criterion for model selection.

**Reflections**

When I have taught post-graduate econometrics, I set an applied project relatively early in the course in order that students may become aware of the sorts of problems that are involved in applied work, as outlined above. When it becomes clear to the students that statistical work is highly subjective and hence highly problematic, I seek to dispel their despair by reading to them the following passage from Alfred Marshall’s *Principles of Economics*.

> If we shut our eyes to realities we may construct an edifice of pure chrystal by imaginations, that will throw lights on real problems at all like our own. Such playful excursions are often suggestive in unexpected ways: they afford good training to the mind: and seem to be productive only of good, so long as their purpose is clearly understood.

Social science research is really a library of stories. Each story represents the conjectures of its author (or authors) at a particular moment of time. Those conjectures reflect the author’s history in terms of educational, family and work experiences. These experiences are, in
turn, dependent upon the histories of others. The conjectures may appear as a result of pure whim, personal experience or derived from the ideas of others. They may relate to a particular moment in time in which case they cannot form the basis of a universal theory or explanation of what is going on. The story is based upon the conscious and subconscious thought processes of its author. It can never be a complete and correct reflection of reality which can only be viewed incompletely and with uncertainty. The aim of the story is to inform readers as to how the author interprets the world.

Statistical and econometric practice involves turning the story into a cartoon. Characters in a cartoon are representations of the characters in the narrative (or theory). Simplification is introduced to highlight what the author believes to be the most important issues and points adjudged to be unimportant are eliminated. For example, a cartoon is two-dimensional, whereas reality is three-dimensional. Similarly, in statistical analysis the main elements of the conjecture form the equation to be estimated (i.e. the cartoon). Everything is assumed to be random and relegated to an error term, and like the narrative upon which it is based, the cartoon is designed to inform about the artist’s (i.e. researcher’s) thoughts. People will interpret the cartoon from their own perspective. Perhaps their thoughts diverge from the author’s intent, therefore, discussions take place, workshops and conferences are set up. These enable researchers to inform each other about their different stories and cartoons.

Research in the social sciences is indeed an enigma. The most optimistic of us believe that the world can be made a happier and more enjoyable place not only for ourselves but for others. Indeed these were the objectives of the Enlightenment. But as we seek to achieve these objectives, we run the risk that we become more interested in the process of drawing the cartoon than in the story that it was originally designed to represent. Although workshops and conferences are designed to inform, they also provide the incentive for participants to refine their language and cartoon representations to such an extent that their meaning is only understood by themselves.

There is the danger that the cartoon becomes the reality rather than reality itself. People who are not members of the club are unable to comprehend. This asymmetry in understanding then provides a platform for the club to exercise control over the uninformed, and because the language of the club is perceived by the outsiders to have a higher, scientific status, the club is accorded prestige and trust. Councils of Wise Men are established to inform elected politicians. The elected politicians may then seek to impose the cartoon on reality. In a sense we have developed a generalization of Lucas’ critique, discussed earlier. Research is part of a social process that feeds back on itself in complex ways that the researcher must be consistently on guard to identify.

It is appropriate to end our discussion of uncertainty where we began. As Schumpeter wrote,

…a science is any kind of knowledge that has been the object of conscious efforts to improve it. (p. 7)

This definition does not seek to privilege one particular research practice or methodology over any other. Nor does it seek to exclude. Provided that we are prepared to accept the
universality of the uncertainty that conditions our work, then to my mind, this statement represents an optimistic platform from which to launch our search for knowledge and understanding. Uncertainty conditions our work in many ways: the practices which we have inherited from the past, the environments in which we have lived, the nature of our education and our perceptions of the problems faced in the world about us.

Some might claim that such reflexivity is a recipe for disaster since it can only encourage inaction. I will conclude this chapter by arguing the contrary position and suggesting that as researchers we could do well to adopt the following three principles:

1. No research practice or research methodology should view itself as superior to any other. If progress is to be made in our uncertain world, then it is necessary to recognize that there can only be a plurality of understandings and consequently no such thing as a universal truth.

2. If one is prepared to adopt the first principle, then the logical implication is that any research project should investigate the use of different research methods and methodologies. For example, in an attempt to understand the causes and effects of unemployment, we might seek to use the methods of both the economist and the grounded theorist. The former conjectures a model with a particular structure and then investigates whether that model captures the data generation process. The latter seeks to develop a theory from the ground up by becoming involved with the subjects of investigation, in this example, the unemployed. With high levels of unemployment throughout the industrial world, it would be folly to restrict lines of investigation.

3. This final principle follows from the previous two. If they are accepted, then a logical implication is that we should seek to promote inter-disciplinary research. Despite the good will that develops in common room and staff club discussions concerning this objective, actual implementation has become more rather than less difficult. In the 1980s and 1990s, universities throughout the world have been suffering from funding cut backs. Departments must battle with university management and with each other for adequate funding. The end result has been a firming up rather than a weakening of disciplinary walls.

What is required before we can effectively implement these principles is a research project into the nature of the discourses that characterize social and economic research. Such a project might include in its agenda the following questions:

1. What are the rules of the discourse. That is, what practices do they privilege and what practices do they exclude?

2. What rules decide when a new proposition or method is to be accepted within the discourse?

3. What rules constrain the issues to be discussed. What topics are excluded?

4. How are the internal rules of a discourse repackaged so as to achieve influence, control over others and perhaps elimination of others who do not have allegiance to the discourse.
5 What institutions are set up to control the discourse?

By seeking to understand these questions, we can better understand the artificial boundaries that divide disciplines and prevent their associated university departments from achieving progress in understanding.
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